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Abstract 

In Dutch, the phonological relation between the labiodental spirant approximant [ ], found in 

word-initial position, and the labialɀvelar semi-vowel [w], found in word-final position, has 

been a subject of interest for several scholars. Most of them agree that these two sounds should 

be regarded as allophonic variants of the phoneme //. This assumption, however, has never 

been tested empirically, and the supposed allophonic realizations have never been acoustically 

measured. 

 The present thesis provides solid empirical evidence that the assumed status of [w] and 

[ ] as allophones of the same phoneme in Dutch is, at the very least, debatable. An acoustic 

analysis performed on intervocalic <ww> clusters, on the one side, and on the two intervocalic 

ÃÏÄÁ ÁÎÄ ÏÎÓÅÔ ȰÃÏÎÔÒÏÌȱ ÃÏÎÄÉÔÉÏÎÓ, on the other, shows that the cluster <ww> should actually 

be regarded as a perfect, plain sequence of coda [w] and onset []: it never degeminates, as it 

would be expected, instead, if coda [w] and onset [ ] were the same phoneme. The parameters 

measured in the acoustic analysis are: duration, F2 (average F2 and F2 rise), intensity (average 

intensity and intensity fall), and harmonicity (average harmonicity and harmonicity fall). 
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1. Introduction  

In Dutch, the phonological relation between the labiodental spirant approximant [ ], found in 

word-initial position (as in wind [ nt]  Ȭ×ÉÎÄȭɊȟ ÁÎÄ ÔÈÅ ÌÁÂÉÁÌɀvelar semi-vowel [w], found in 

word-final position (as in leeuw ɍÌÅ ×Ɏ ȬÌÉÏÎȭɊȟ ÈÁÓ been a subject of interest for several scholars. 

Most of them agree that these two sounds should be regarded as allophonic variants of the 

phoneme / /.  

 Gussenhoven (1999) clearly states that the relationship between the labiodental spirant 

approximant [ ] and the labialɀvelar semi-vowel [w] (or rather the bilabial spirant 

approximant [ɼԇ], according to Gussenhoven) in Dutch should be considered to be of an 

allophonic nature. This would be motivated by the complementary distribution they display 

with regard to each other, as [ ] only occurs in onset position and the bilabial sound only in 

coda position: ȰȾ/ is [ Ɏ ÉÎ ÔÈÅ ÏÎÓÅÔȟ ÁÎÄ ɍɼԇɎ in the codaȱȢ  

 Booij (1995) also assumes that the two sounds should be regarded as allophones of // : 

ȰɍȣɎ ÉÎ ÐÒÅÖÏÃÁÌÉÃ position the / /  is a non-ÖÏÃÏÉÄȱ ɉ"ÏÏÉÊ ρωωυȡ τςɊȠ Ȱ4ÈÅ ȾȾ ɍȣɎ ɍÉÓ ÒÅÁÌÉÚÅÄɎ 

)Î ÃÏÄÁ ÐÏÓÉÔÉÏÎ ɍȣɎ ÁÓ Á ÂÉÌÁÂÉÁÌ ÖÏÃÏÉÄȟ ×ÉÔÈÏÕÔ ÃÏÎÔÁÃÔ ÂÅÔ×ÅÅÎ ÔÈÅ Ô×Ï ÁÒÔÉÃÕÌÁÔÏÒÓȟ ÁÓ ÉÎ 

nieuw [niÕԛ]1 ȬÎÅ×ȭȟ leeuw [leÕԛɎ ȬÌÉÏÎȭȟ ÁÎÄ ruw [ryÕԛɎ ȬÒÏÕÇÈȭȢ ɍȣɎ )Î ÏÔÈÅÒ ÐÏsitions it is a 

labiodental approximant, for example, in water / atᴅÒȾ ȬÉÄȢȭ ɍȣɎȱȢ  

 4ÁÂÌÅ ρ ÐÒÏÖÉÄÅÓ Á ÐÉÃÔÕÒÅ ÏÆ "ÏÏÉÊȭÓ ɉρωωυɊ ÉÎÖÅÎÔÏÒÙ ÏÆ $ÕÔÃÈ ÃÏÎÓÏÎÁÎÔÓȢ .ÏÔÅ ÔÈÁÔ ÏÎÌÙ 

/ /  (and not /w/) is listed as a phoneme, and that it is included among the glides.  

Table 1: The consonants of Dutch according to Booij (1995:7) 

 

In contrast with Gussenhoven (1999), Collins & Mees (1981) and Booij (1995) claim that the 

bilabial spirant approximant [ɼԇ] is only used in the south of the Netherlands and in Belgium as 

a variant of the labiodental spirant approximant in onset (rather than in coda) position. In the 

context of the present paper, we will stick to their  account. Collins & Mees (1981: 198-9) also 

state, with regard to Southern Dutch, ÔÈÁÔ Ȱ-ÁÎÙ "ÅÌÇÉÁÎ ÓÐeakers have [instead of [] ] a labialɀ

palatal approximant [ ] ɍȣɎȟ ÐÁÒÔÉÃÕÌÁÒÌÙ ÂÅÆÏÒÅ ÃÌÏÓÅ ÆÒÏÎÔ ÖÏ×ÅÌÓȟ ÅȢÇȢ weten, wit . ɍȣɎȱȢ 

 To sum up, phonologists overall agree that Dutch labiodental spirant approximant [ ] and 

labialɀvelar semi-vowel [w] should be regarded as distributional allophones of the same 

phoneme / /, despite the lack of consensus about the actual phonetic realization of the variant 

                                                                    
1 Note that ×Å ÁÓÓÕÍÅ ɍÕԛɎ ÁÎÄ ɍ×Ɏ to be different notations for the same sound. 
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occurring in word-final position. This assumption, however, has never been tested empirically, 

and the supposed allophonic realizations have never been acoustically measured.  

 Moreover, there seems to be some intra- and inter-speaker variation with regard to the 

sounds which occur word-medially in intervocalic position. Theoretically, we would expect 

Dutch <w> to be pronounced as [ ] in contexts such as zeewind ȬÓÅÁ ÂÒÅÅÚÅȭ ɉwhere <w> belongs 

to the second lexical morpheme of the compoundȠ ×Å ×ÉÌÌ ÃÁÌÌ ÔÈÉÓ ÃÏÎÔÅØÔ ȰÏÎÓÅÔȱ ÆÏÒ ÔÈÅ ÓÁËÅ 

of simplicity), and as [w] in contexts such as eeuwig ȬÅÔÅÒÎÁÌȭ ɉwhere it belongs to the first lexical 

morpheme of the compoundȠ ×Å ×ÉÌÌ ÃÁÌÌ ÔÈÉÓ ÃÏÎÔÅØÔ ȰÃÏÄÁȱ), but this may not always be the 

case. The complementarity of the distribution of two sounds has to be proved to be clear-cut in 

every possible context for them to be reliably called allophones, and this variability between 

[ ] and [w] in intervocalic position may actually threaten the assumption about the allophonic 

status of the two sounds in question. 

 The present thesis aims to provide a contribution to the subject in question by means of 

an acoustic analysis of intervocalic <w> as it occurs in onset and in coda position, and as a 

cluster (<ww>) . The role played by the cluster condition in answering the question as to 

whether Dutch [w] and [ ] are indeed allophones of the same phoneme will be made clearer in 

the following. 

 Section 2 introduces the category of approximants and the nomenclature which will be 

used throughout the paper. Section 3 focuses on some crosslinguistic, phonological, 

impressionistic-phonetic, and acoustic aspects which differentiate semi-vowels from spirant 

approximants. Section 4 presents our research questions and general predictions. Section 5 

thoroughly describes the methods employed in the experiment on which the study is based, 

whereas Section 6 gives the specifics of the subsequent analysis. Section 7 provides the results, 

and Section 8 concludes. 

2. Approximants 

In this section, the sound ÃÁÔÅÇÏÒÙ ȰÁÐÐÒÏØÉÍÁÎÔȱ is presented through a set of definitions 

phoneticians have proposed in the last 50 years, and the subcategorization and the 

nomenclature adopted in the paper for approximants are also introduced. 

 4ÈÅ ÔÅÒÍ ȰÁÐÐÒÏØÉÍÁÎÔȱ ×ÁÓ ÆÉÒÓÔ ÕÓÅÄ ÂÙ ,ÁÄÅÆÏÇÅÄ ɉρωφτȡςυɊȟ ×ÈÏ ÄÅÆÉÎÅÄ ÉÔ ÁÓ Á 

ȰÓÏÕÎÄ ÔÈÁÔ ÂÅÌÏÎÇÓ ÔÏ ÔÈÅ phonetic class vocoid or central resonant oral, and simultaneously 

to the phonological class consonant in that it occurs in the same phonotactic patterns as stops, 

ÆÒÉÃÁÔÉÖÅÓ ÁÎÄ ÎÁÓÁÌÓȱȢ ,ÁÔÅÒȟ ,ÁÄÅÆÏÇÅÄ ɉ1975:277) provides a more impressionistic-phonetic 

description of approximants, ÁÓ ȰThe approach of one articulator towards another but without 

the vocal tract being narrowed to such an extent that a turbulent airstream is producedȱȟ a 

definition which is basically still followed by the IPA usage (IPA 1999). Trask (1996:30) gives 

these segments an even more precise collocation in the phonetic sound system by placing them 

somewhere between vowels and fricatives in terms of degree of constriction, which for an 

approximant ȰɍȣɎ is typically greater than that required for a vowel but not radical enough to 

produce turbulent air flow and hence friction noise, at least when voicedȱȢ !ÌÔÈÏÕÇÈ this view 

is nowadays met by general consensus, researchers sometimes disagree as to what kind of 

ÓÅÇÍÅÎÔÓ ÁÒÅ ÔÏ ÂÅ ÉÎÃÌÕÄÅÄ ÕÎÄÅÒ ÔÈÅ ȰÁÐÐÒÏØÉÍÁÎÔȱ ÈÅÁÄÉÎÇȢ Here, we follow the IPA usage 
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(IPA 1999) in dismissing the (high) vowels and the consonant [h] from the category (for a 

different treatment of these sounds, see Ladefoged 1975, Catford 1977, and Laver 1994).  

 The IPA (IPA 1999) classifies [    j ] as approximants proper, and [l   ] as lateral 

approximants (as opposed to lateral fricatives); both groups are included in the Ȱpulmonic 

consonantsȱ table. The sounds [w ], on the other hand, are found under Ȱother symbolsȱ (due 

to their special double articulation). Among the diacritics, a special openness diacritic [] is 

found which can be used below other symbols to indicate approximant-like versions of voiced 

fricatives, e.g. [ɼԇ] (Ball and RahillyȭÓ (2011:231) ȰÆÒÉÃÔÉÏÎÌÅÓÓ ÃÏÎÔÉÎÕÁÎÔsȱ). This classification 

makes clear that ȰÁÐÐÒÏØÉÍÁÎÔȱ should not be regarded as a homogeneous category, but rather 

as a superordinate term which encompasses several, quite diverse subcategories; it  does not, 

however, provide a good insight into the peculiarities of each subclass. Martínez-Celdrán 

(2004:202), therefore, suggests that approximant subcategories should rather coincide with 

the following sound groups: 

 (1)  a. laterals: [l   ] 

  b. non-laterals (or centrals): [   ] and [ɼԇ], to be further distinguished in 

   i. rhotics: [  ] 

   ii. non-rhoticsȟ ÏÒ Ȱspirant approximantsȱ ɉ-ÁÒÔþÎÅÚ-Celdrán (2005:205)):  

    [  ɼԇ] and other approximant-like versions of voiced fricatives 

  c. semi-vowels: [j  w ] 

Figure 1 shows a summarizing scheme of Martínez-CeldránȭÓ ɉςππτɊ proposal for the sub-

categorization of approximants, which will  also be adopted in the present paper. 

 

Figure 1: Subcategories of approximants (Martínez-Celdrán 2004:209) 

Moreover, Martínez-Celdrán (2004:208) proposes the nomenclature in (2) for some of the 

sounds which already have a dedicated symbol in IPA. This nomenclature will also be used 

throughout the paper. 

 (2)  [j]  voiced palatal semi-vowel approximant 

  [w]  voiced labialɀvelar semi-vowel approximant 

  [ ] voiced labialɀpalatal semi-vowel approximant 

  [ ] voiced velar semi-vowel approximant 

  [ ] voiced labiodental spirant approximant 
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  [ ] voiced alveolar rhotic approximant 

  [ ] voiced retroflex rhotic approximant 

3. Semi-vowels vs spirant approximants 

Since the focus of the present paper is on Dutch labialɀvelar semi-vowel approximant [w] and 

labiodental spirant approximant [ ], our attention will , from now on, be restricted to semi-

vowels and non-rhotic central approximants. In this section, some crosslinguistic, phonological, 

impressionistic-phonetic, and acoustic considerations on these two subclasses of approximants 

will be presented: special attention will be paid to the acoustic properties which differentiate 

semi-vowels from spirant approximants. 

3.1 Crosslinguistic data 

According to Maddieson (1984:91), semi-vowels, or at least some of them, are 

crosslinguistically very common: ȰThe great majority of languages, 86.1%, have a voiced palatal 

approximant /j Ⱦ ÏÒ Á ÃÌÏÓÅÌÙ ÓÉÍÉÌÁÒ ÓÅÇÍÅÎÔ ɍȣɎ. Substantially fewer languages, 75.7%, have a 

voiced labialɀvelar approximant /w/ or a  closely similar segment.ȱ. Other semi-vowels, on the 

other hand, are comparatively rarer, occurring in less than 2 percent of ÔÈÅ ×ÏÒÌÄȭÓ languages 

(Maddieson 1984, Ladefoged & Maddieson 1996).  

 Spirant approximants are, unlike semi-vowels, ÃÒÏÓÓÌÉÎÇÕÉÓÔÉÃÁÌÌÙ ÒÁÒÅȡ ÏÎÌÙ Ȱ6 [out of 317 

of ÔÈÅ ×ÏÒÌÄȭÓɎ languages (1.9%) have a bilabial approximant / ɼԇ/ and 6 have a [labiodental] 

approximant / Ⱦȱ (Maddieson 1984:96). The scarce diffusion of this subset of approximants is 

probably the reason why they have received so little attention by researchers in the literature 

on phonetics and phonology. 

3.2 Phonological and impressionistic-phonetic considerations 

Semi-vowels can be regarded as occupying an intermediate position between consonants and 

vowels, sharing some properties with both. In phonological representation, pairs such as /i/-/j/ 

and /u/ -/w/ are regarded as having identical feature specifications, but also as filling mutually 

exclusive positions in syllable structure: vowels occur as syllable nuclei, whereas semi-vowels 

occur as syllable onsets and/or codas  (Hayward 2000)2. According to Ladefoged & Maddieson 

(1996:322), these sÏÕÎÄÓ ȰɍȣɎ ÈÁÖÅ ÁÌÓÏ ÂÅÅÎ ÔÅÒÍÅÄ ͻÇÌÉÄÅÓͻȟ ÂÁÓÅÄ ÏÎ ÔÈÅ ÉÄÅÁ ÔÈÁÔ ÔÈÅÙ ÉÎÖÏÌÖÅ 

a quick movement from a high vowel position to a lower vowel. This term, [however,] and this 

characterization of the nature of these sounds is inappropriate; as with other consonants they 

ÃÁÎ ÏÃÃÕÒ ÇÅÍÉÎÁÔÅÄȟ ÆÏÒ ÅØÁÍÐÌÅ ÉÎ -ÁÒÓÈÁÌÌÅÓÅȟ 3ÉÅÒÒÁ -É×ÏË ÁÎÄ 4ÁÓÈÌÈÉÙÔȢȱ 

 Not much has been written on spirant approximants, but they assumedly share the same 

function as semi-vowels in syllable structure, namely they occur as onsets and/ or (?) codas. 

However, they do not share the vowel-like quality of semi-vowels, and are closer to the 

corresponding fricatives, from which they can be distinguished due to the lack of turbulence in 

their production (which is, in turn, due to either lesser articulatory precision, or insufficient 

narrowing of the vocal tract, cf. Martínez-Celdrán 2004). 

                                                                    
2 However, note that, in analyses of diphthongs as being composed of a vowel + semi-vowel, the semi-vowel could 

also be regarded as belonging to the nucleus. 
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3.3 Acoustic considerations 

Reetz and Jongman (2011:186-188) describe the production of semi-vowel approximants in 

acoustic terms as such:  

In the production of [semi-vowel] approximants, two articulators approach each other without 

severely impeding the flow of air. The acoustic properties of [semi-vowel] approximants are 

therefore quite similar to those of vowels produced at a comparable location in the vocal tract. Their 

ÆÏÒÍÁÎÔ ÐÁÔÔÅÒÎ ÉÓ ÃÌÅÁÒ ÂÕÔ ÓÏÍÅ×ÈÁÔ ×ÅÁËÅÒ ÔÈÁÎ ÆÏÒ ÔÈÅ ÖÏ×ÅÌÓ ÂÅÃÁÕÓÅ ÏÆ ÔÈÅ ÁÐÐÒÏØÉÍÁÎÔÓȭ 

slightly greater constriction, which results in a shorter steady-state portion and lower acoustic 

energy ɍȣɎ.  

Note that spectrograms of semi-vowels may or may not show an identifiable 

constriction/consonant interval; a more defining characteristic lies in the slow transitions into 

and out of the approximant, which are quite pronounced in both frequency range and duration 

(Hayward 2000, Reetz and Jongman 2011). All these traits are visible in Figure 2 which shows 

a spectrogram for the utterance [iwi]: ȰDuring the labialɀvelar approximant, F1 and F2 are low 

and close together while F3 remains relatively steady at approximately 2,300 Hz, similar to the 

vowel [u].ȱ (Reetz and Jongman 2011:186-188) 

 

Figure 2: Spectrogram of the utterance [iwi]  

spoken by a male native speaker of English, from Reetz and Jongman (2011:188) 

Not much has, on the other hand, been written on the acoustic properties of spirant 

approximants. Some insight into the formant patterns of the labiodental spirant 

approximant [ ]  has been provided, unexpectedly, by studies focusing on variants of /r/ in 

English. In their account of the dissimilar perception of some approximants by speakers of 

American English and Standard Southern British English, Dalcher, Knight, and Jones (2008) 

ÒÅÆÅÒ ÔÏ ȰÌÁÂÉÏÄÅÎÔÁÌ ȾÒȾȱȟ ÓÙÍÂÏÌÉÚÅÄ ÁÓ ɍ] and described in the literature as a labiodental 

approximant, as a non-standard realization of /r/ in some parts of England. This variant, 

despite not showing the low F3 typical of rhotics, functions as a rhotic for those speakers 

who use it. Dalcher, Knight, and Jones (2008) compare the formant frequency values of 

postalveolar [r], labiodental [ ], and labialɀvelar [w] approximants in adult male speech (cf. 

Figure 3), and argue that the labiodental spirant approximant shares some acoustic qualities 

with both postalveolar [r] and labialɀvelar [w]: ȰÔÈÅ ÌÁÂÉÏÄÅÎÔÁÌȭÓ second formant is similar 

to the mid-range formant frequency of [r], while its third formant is similar to the high F3 

of [w].ȱ (Dalcher, Knight, and Jones 2008:64) 
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Figure 3: Formant frequencies of apical [r], labiodental [ ], and labialɀvelar [w] ,  

from Dalcher, Knight, and Jones (2008:64) 

Martínez-Celdrán (2004) also adds to the scarce literature on the phonetic differences between 

semi-vowels and related spirant approximants through his comparison of Spanish palatal semi-

vowel [j] and palatal spirant approximant [ ԇ]. According to his acoustic data, the semi-vowel [j] 

(on the left side of Figure 4, belowɊ ȰɍȣɎ is shorter and is usually a merely transitory sound. It 

can only exist together with a full vowel and does not appear in syllable onset.ȱȢ On the other 

hand, the spirant approximant [ ԇ] ɉÏÎ ÔÈÅ ÒÉÇÈÔ ÓÉÄÅ ÏÆ &ÉÇÕÒÅ τɊ ȰɍȣɎ has a lower amplitude, 

mainly in F2. It can only appear in syllable onset. It is not noisy either articulatorily or 

perceptually. [ ԇ] can vary towards [ ] in emphatic pronunciations, having noise (turbulent 

airstream). [Moreover,] ɍȣɎ the first sound cannot be rounded, not even through co-

articulation, whereas the second one is rounded before back vowels or the back semi-vowelȢȱ 

(Martínez-Celdrán 2004:208). 

        

Figure 4: Spectrograms of the Spanish sequences [bjo] vio ȬÓȾÈÅ ÓÁ×ȭ 

and [ ÂÉԇo] vi yo ȬÉÔ ×ÁÓ ) ×ÈÏ ÓÁ×ȭ,  

showing the acoustic differences 

between semi-vowel [ j] and spirant approximant [ ԇ].  

From Martínez-Celdrán (2004:206-207) 
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3.3.1 Acoustics of labiodental [ ] in Dutch 

As far as Dutch is concerned, again, not much has been written on the acoustic traits which 

characterize spirant approximants in general and labiodental [ ] in particular. In their analysis 

of the acoustic differences between German and Dutch labiodentals, however, Hamann and 

Sennema (2005) report the following measurements for some acoustic parameters of Dutch [ ] 

in onset position: the mean duration is 0.096 seconds; the mean values for the harmonicity 

median is 18.8 dB; the mean value for centre of gravity is 1133 Hz. 

4. Research questions 

The main research question this paper aims to answer is, as already mentioned, whether the 

labiodental spirant approximant [ ] and the labialɀvelar semi-vowel [w] in Dutch should be 

considered allophones of the same phoneme (either / /  or /w/).  

 In order to be able to answer this question, we will first investigate what happens 

intervocalically: we will try to verify whether there is actually variation in the pronunciation of <w> 

in the same morphological position (be it Ȱonsetȱ, i.e. in zeewind, or Ȱcodaȱ, i.e. in eeuwig. We will do 

so by comparing some acoustic parameters for intervocalic <w> in onset and in coda position. 

 As a second step, we will consider contexts/target items displaying an intervocalic <ww> 

cluster, either due to compounding, as, for instance, in eeuwwisseling ȬÔÕÒÎ ÏÆ ÔÈÅ ÃÅÎÔÕÒÙȭȟ ÏÒ 

due to the natural co-occurring of two words in a phrase or sentence, as in schreeuw welkom 

Ȭcry out Ȱwelcomeȱȭ or ɉ×ÁÎÎÅÅÒɊ ÓÎÅÅÕ× ×ÏÒÄÔ ɉÖÅÒ×ÁÃÈÔȣɊ Ȭɉ×ÈÅÎɊ ÓÎÏ× ÉÓ ɉÅØÐÅÃÔÅÄȣɊȭ. 

Given such contexts, we will verify how these <ww> clusters are realized: the three options we 

hypothesize are illustrated through the recourse to the example eeuwwisseling in (3). The 

outcome may be: a perfect sequence of word-/syllable -final [w] and word -/syllable -initial [ ], 

as in (3a); a degeminated sound (cf. Section 4.1 on consonant degemination in Dutch) featuring 

either only [w] , as in (3bi), or only [ ], as in (3bii ); a fused sound, ÁÃÏÕÓÔÉÃÁÌÌÙ Ȱintermediateȱ 

between the original two, as in (3c). 

 (3)  eeuwwisseling ȬÔÕÒÎ ÏÆ ÔÈÅ ÃÅÎÔÕÒÙȭ 

  a. sequencing: ɍÅ ×s l ŁɎ 

  b. degemination: 

   i. ɍÅ ×s l ŁɎ 

   ii. ɍÅs l ŁɎ 

  c. fusion: ɍÅw s l ŁɎ 

Note that only -eeuw#/ -ieuw# contexts will be taken into account here because we expect the 

realizations of -ouw# to be affected by the diphthongal status of <ou> in Dutch. Given the lack 

of time and space to carry out two separate analyses investigating the three conditions for 

-eeuw#/-ieuw# on the one hand, and for -ouw# on the other, it was resolved to restrict the scope 

of the investigation to intervocalic <(w)w> preceded by <i/eeu>. 

4.1 Consonant degemination in Dutch 

Booij (1995:151) refers to consonant degemination as the process according to which, ȰWhen 

two identical consonants come together within a complex word or phrase, one of them may be 

deleted (or they may be saÉÄ ÔÏ ÂÅÃÏÍÅ ÏÎÅ ÃÏÎÓÏÎÁÎÔ ɍȣɎ)ȱ. According to Booij (1995:68), 
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ȰDutch does not allow for geminate consonants within prosodic words. Consequently, 

degemination is obligatory within prosodic [complex] words as soon as a cluster of two 

identical consonants arises. In larger domains such as compounds and phrases the rule is 

optionalȢȱȢ %ØÁÍÐÌÅÓ ÁÒÅ provided in (4), and the rule for consonant degemination (also from 

Booij 1995) is given in (5). 

 (4)  zette /z t+t Ⱦ ȬÔÏ ÐÕÔȭ (past tense) Ą [z t ] 

  ik koop / Ë ËÏÐȾ Ȭ) ÂÕÙȭ Ą [ kop] 

 (5)  Degemination 

 Xi Xi Ą Xi 

 [+cons] [+cons]  [+cons] 

  Domain: Obligatory in prosodic words, optional in larger domains 

4.2 General predictions 

As for the question as to whether the intervocalic cluster <ww> is phonetically realized as [w ], 

[w], [ ], or fused [w ], consonant degemination can play an important role in helping us decide 

whether [w] and [ ] are allophones because, degemination being a phonological rule in Dutch, 

we can expect any set of prosodic words to conform to it. Thus, degeminated realizations (as 

either [w] or [ ])  of the intervocalic cluster <ww> within prosodic words may be good 

indicators that [w] and [ ] are indeed allophones of the same consonantal phoneme in Dutch 

(cf. (6) for an example based on eeuwwisseling). On the other hand, lack of degemination in the 

phonetic realization, i.e. plain sequencing ([w ]) , would rather suggest that [w] and [ ] are not 

the same phoneme (cf. (7) for an example again based on eeuwwisseling). Lastly, fusion ([w ]) 

would provide conflicting clues as to whether [w] and [ ] are the same phoneme: shorter 

duration than the one expected for plain sequencing would advocate for some sort of 

degemination, but a consonant quality different from both [w] and [ ] would suggest the 

opposite (cf. (8) for an example again based on eeuwwisseling). 

 (6)  eeuwwisseling ȬÔÕÒÎ ÏÆ ÔÈÅ ÃÅÎÔÕÒÙȭ 

  [euw]+[ s l ŁɎ Ą ȩ ɍÅ ×s l ŁɎȟ ɍÅs l ŁɎ 

 (7)  eeuwwisseling ȬÔÕÒÎ ÏÆ ÔÈÅ ÃÅÎÔÕÒÙȭ 

  [euw]+[ s l ŁɎ Ą ȩ ɍÅ ×s l ŁɎ 

 (8)  eeuwwisseling ȬÔÕÒÎ ÏÆ ÔÈÅ ÃÅÎÔÕÒÙȭ 

  [euw]+[ s l ŁɎ Ą ȩ ɍÅw s l ŁɎ 

5. Methods 

5.1 Informants 

The present study features 19 informants, of which 7 are males, and 12 females3; the age 

covered ranges quite homogeneously from 19 to 50. Nearly all  the informants are native Dutch 

                                                                    
3 Originally, 20 people, 7 males and 13 females, were recruited and recorded: one female participant had to be 

excluded due to her atypical linguistic background (born of Dutch parents, she was raised in the US and only came 

back in the Netherlands when she was 14 years old) and distinctive American accent. 
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speakers with Dutch parents4, and all of them have spent most of their lives in the Netherlands: 

most of them are from Noord-Holland, but the provinces of Limburg, Gelderland, Zuid-Holland, 

and Noord-Brabant are also covered in the sample. Nearly all the participants have a high level 

of education (WO/HBO), and none had received any linguistic training. 

5.2 Considerations on type of task and speech material 

The experiment consists of a production test. Several options were considered during the 

selection of the type of speech material to be used, and three main criteria were taken into 

account: first, naturalness/spontaneousness of speech on the part of the speaker; second, non-

transparency of the purpose of the test; third, feasibility. Eventually, a text to be read aloud was 

chosen as speech material for the test. 

 As far as naturalness/spontaneousness on the part of the speaker is concerned, the safest 

choice for a production test would generally be either an elicitation task or, even better, the 

collection of the speakersȭ casual speech. Such task types, as a matter of fact, are generally 

regarded as assuring the highest approximation to naturalness in an interview setting, given that 

such a setting can never lead to the production of ȰÔÒÕÅȱ ÎÁÔÕÒÁÌ ÓÐÅÅÃÈ ÁÎÙ×ÁÙ, due to raised 

self-consciousness in the speakers and other psychological factors. Elicitation tasks and the 

collection of casual speech are also among the least Ȱtransparentȱ test types, in that their design 

and underlying motivations and purposes are usually difficult for the speakers to spot/uncover.  

 Unfortunately, however, these task types could not be chosen for the present study due 

to the extreme specificity of the conditions needed. There are actually only few words and 

contexts in Dutch presenting the desired conditions, and most of them would be extremely 

difficult to elicit. The choice of either task, thus, would have entailed the risk of getting too few 

target sounds. As an additional downside, both tasks would have implied a mastery of Dutch 

that the researcher did not have.    

 A more feasible option would have implied the use of a word (and sentence) list, which 

would have easily solved the problem of the scarcity of the items meeting the conditions. Such 

speech material, however, would also have been problematic for several other reasons. A word 

list to be read aloud can hardly be regarded as spontaneous speech: the task of reading aloud 

always carries with it the risk of conveying an impression of formality and great expectation 

which intimidates the speakers, making them nervous and self-conscious about ȰÄÏÉÎÇ ÉÔ ÒÉÇÈÔȱ. 

This is reinforced by the fact that this type of task is usually very time-consuming (due to the 

massive amount of distractors needed to make the aim of the test less transparent), very 

predictable, and therefore tedious, so that it is impossible for the speakers to focus on anything 

other than their  own performance (unlike what happens in a spontaneous conversation or 

during an elicitation task, when the speakers feel engaged in and challenged by the task). 

 Eventually, it was resolved to use a coherent text as speech material for the production 

experiment. As in the case of a word list, a text to be read aloud can hardly be regarded as 

spontaneous speech, but the text format certainly makes the test more engaging, and thus less 

prone to be uncovered in its purpose. As a matter of fact, the post-recording interviews indeed 

showed that the text format was generally successful in distracting the speakers from the design 

                                                                    
4 One participant, M21P, has a non-Dutch parent, but he is not bilingual; another one, F45M, has a half-

Czechoslovakian parent, but she was also not raised as a bilingual. 
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behind the test. The decision to use a whole ready-made text for the task also made additional fillers 

unnecessary and reduced the need for interventions by the researcher, thus increasing feasibility. 

 A piece from the online rubriek Nader Verklaard from the KNMI (Koninklijk Nederlands 

Meteorologisch Instituut) website was selected due to the significant amount of items 

conforming to the conditions V#wV (intervocalic onset), Vw#V (intervocalic coda), and Vw#wV 

(intervocalic cluster) which it included. A paragraph taken from another KNMI piece was added 

to the text so as to increase the number of target items. A few words (including the original title, 

Sneeuwweetjes, which was a tongue-breaker and could have drawn attention to the purpose of 

the test) were changed, and commas added to improve fluency when reading aloud; captions of 

pictures were removed. 

 The text was checked by a second-language proficient speaker of Dutch and by a Dutch 

native speaker before the pilot; it was also checked by two other native speakers during the 

pilot, and by an additional native speaker afterwards. The form of the text was slightly changed 

(in terms of punctuation, grammatical and lexical choices, word order, etc.) according to the 

advice provided by the native speakers. 

 The final version of the text used as speech material for the test can be found in the Appendix.  

5.3 Variables and more detailed expectations 

The independent variables in the experiment are: 

 ɀ speaker 

 ɀ type  

 ɀ item 

As already mentioned, the study features 19 speakersȟ ÈÅÎÃÅ ÔÈÅ ȰÓÐÅÁËÅÒȱ ÖÁÒÉÁÂÌÅȢ 4ÈÅ ȰÔÙÐÅȱ 

variable refers to the three investigated conditions: intervocalic <w> in onset position (V#wV), 

intervocalic <w> in coda position (Vw#V), ÁÎÄ ÉÎÔÅÒÖÏÃÁÌÉÃ ÃÌÕÓÔÅÒ Ѓ××Є ɉ6×Π×6ɊȢ 4ÈÅ ȰÉÔÅÍȱ 

variable refers to the different items displayed for each type/condition: 9 items for the first 

(V#wV) condition, 18 for the second (Vw#V), 8 for the third (Vw#wV).  

 Note that the test only includes -eeuw# items, but the results should be generalizable to  

-ieuw# contexts as well (but not to -ouw#: cf. Section 4 above). 

 The dependent variables are: 

 ɀ duration 

 ɀ F2 at 25% of the target sound/tier interval  (cf. Section 6 below), henceforth F225% 

 ɀ F2 at 75% of the tier interval, henceforth F275% 

 ɀ intensity at 25% of the tier interval, henceforth intens25% 

 ɀ intensity at 75% of the tier interval, henceforth intens75% 

 ɀ harmonicity at 25% of the tier interval, henceforth harm25% 

 ɀ harmonicity at 75% of the tier interval, henceforth harm75% 

The hypothesis that F2 may play a role in differentiating [w] from [ ] is inspired by Dalcher, 

Knight, and JonesȭÓ (2008) findings about the F2 of [ ], cf. Section 3.3 above. The idea of taking 
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acoustic energy (in our case, intensity5) into account as a factor differentiating semi-vowels 

from spirant approximants comes from Martínez-Celdrán (2004), cf. also Section 3.3 above. 

Duration is more obviously related to the degemination vs sequencing vs fusion hypothesis (cf. 

Section 4 above); hÁÒÍÏÎÉÃÉÔÙ ÒÅÆÅÒÓ ÔÏ ÔÈÅ ȰÄÅÇÒÅÅ ÏÆ ÁÃÏÕÓÔÉÃ ÐÅÒÉÏÄÉÃÉÔÙȱ ɉÃÆȢ 0ÒÁÁÔ ÍÁÎÕÁÌɊ 

of a sound, and can help distinguishing sounds which are know to have different levels of 

friction . As previously mentioned, Hamann and Sennema (2005) provide average values for the 

duration and the harmonicity median for onset [ ]. 

 We expect: 

1. phonetic realization as [ ] for V#wV and as [w] for Vw#V;  

2. comparable durations for: V#wV, Vw#V, (hypothetical) degeminated Vw#wV, and 

(hypothetical) fused Vw#wV (Hamann and Sennema (2005) give 0.096 seconds as 

average duration for Dutch onset []);  

3. a longer (2×) duration for (hypothetical) sequential Vw#wV;  

4. an essentially homogeneous F2 throughout the whole <w> sound, with average F2 

between 1000 and 1500 Hz for V#wV, and (hypothetical) degeminated Vw#wV 

realized as [ ]; 

5. an essentially homogeneous F2 throughout the whole <w> sound, with average F2 

between 500 and 1000 Hz for Vw#V, and (hypothetical) degeminated Vw#wV 

realized as [w]; 

6. a non-homogeneous, rising F2 for (hypothet ical) sequential Vw#wV, with F225% being 

close to the average F2 for Vw#V (500 Hz < F2 < 1000 Hz), and F275% being close to 

the average F2 for V#wV (1000 Hz < F2 < 1500 Hz); 

7. an essentially homogeneous F2 for (hypothetical) fused Vw#wV; 

8. an average F2 close to their F225% and F275% for Vw#V, V#wV, and (hypothetical) 

degeminated Vw#wV; 

9. an average F2 intermediate between the ones for V#wV and Vw#V for (hypothetical) 

sequential Vw#wV and (hypothetical) fused Vw#wV; 

10. a negligible F2 rise for V#wV, Vw#V, (hypothetical) degeminated Vw#wV, and 

(hypothetical) fused Vw#wV; 

11. a substantial F2 rise for (hypothetical) sequential Vw#wV; 

12. a homogeneous, lower intensity (cf. Martínez-Celdrán 2004), for V#wV and 

(hypothetical) degeminated Vw#wV realized as [ ]; 

13. a homogeneous, higher intensity  (cf. Martínez-Celdrán 2004), for Vw#V and 

(hypothetical) degeminated Vw#wV realized as [w];  

14. a non-homogeneous, falling intensity  for (hypothetical) sequential Vw#wV, with 

intens25% being close to the average intensity for Vw#V, and intens75% being close to 

the average intensity for V#wV; 

15. a homogeneous intensity for (hypothetical) fused Vw#wV; 

                                                                    
5 We will be measuring intensity (i.e. power per unit area, cf. Hayward 2000) instead of amplitude (i.e. how far a 

sine wave departs from its baseline value, cf. Hayward 2000) because of ease of computation in Praat: since we 

are only interested in relative amplitude (and relative intensity is proportional to the square of relative amplitude, 

cf. Hayward 2000), we can regard the two measures as being equivalent for our purposes. 
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16. an average intensity close to their intens25% and intens75% for Vw#V, V#wV, and 

(hypothetical) degeminated Vw#wV; 

17. an average intensity intermediate between the average ones for V#wV and Vw#V for 

(hypothetical) sequential Vw#wV and (hypothetical) fused Vw#wV; 

18. a negligible intensity fall for V#wV, Vw#V, (hypothetical) degeminated Vw#wV, and 

(hypothetical) fused Vw#wV; 

19. a substantial intensity fall for (hypothetical) sequential Vw#wV; 

20. a homogeneous, lower harmonicity (about 10-20 dB; Hamann and Sennema (2005) 

give 18.8 dB as average for the harmonicity median for [ ] as an onset) for V#wV and 

(hypothetical) degeminated Vw#wV realized as [ ]; 

21. a homogeneous, higher harmonicity (closer to the 40 dB of [u]) for Vw#V and 

(hypothetical) degeminated Vw#wV realized as [w]; 

22. a non-homogeneous, falling harmonicity for (hypothetical) sequential Vw#wV, with 

harm25% being close to the average harmonicity for Vw#V (about 40 dB), and harm75% 

being close to the average harmonicity for V#wV (about 10-20 dB); 

23. a homogeneous harmonicity for (hypothetical) fused Vw#wV; 

24. an average harmonicity close to their harm25% and harm75% for Vw#V, V#wV, and 

(hypothetical) degeminated Vw#wV; 

25. an average harmonicity intermediate between the ones for V#wV and Vw#V for 

(hypothetical) sequential Vw#wV and (hypothetical) fused Vw#wV; 

26. a negligible harmonicity fall for V#wV, Vw#V, (hypothetical) degeminated Vw#wV, 

and (hypothetical) fused Vw#wV; 

27. a substantial harmonicity fall for (hypothetical) sequential Vw#wV. 

5.4 The pilot  

The test was piloted on two native Dutch 2ÅÓÅÁÒÃÈ -ÁÓÔÅÒȭÓ Linguistics students who were 

aware of the purpose of the test. The main aim of the pilot was to verify the extent of time 

required for the whole task to be performed, and whether the task was tiring enough to require 

any breaks. After the pilot, it was resolved that each participant would read the text aloud twice 

with a short break inbetween. The pilot also offered the chance for the speech material to be 

checked again by two additional highly educated native speakers in its grammar and its internal 

cohesion. After that, the text was also thoroughly checked prior to the actual experiment by a 

third Dutch 2ÅÓÅÁÒÃÈ -ÁÓÔÅÒȭÓ Linguistics student, who had not taken part in the pilot, but who 

was also aware of the purpose of the test. 

 No interview s were administered to the Linguistics students taking part in the pilot. 

5.5 The actual recording 

The recording took place at the Opnamestudio-1 (Bungehuis, kamer 344-346) at the University 

of Amsterdam. Each participant was tested individually in an acoustically isolated room which 

was almost empty apart from a table, a Sennheiser MKH 105 T microphone, and a chair where 

the participant could sit, separated from the researcher by a glass window: the researcher was 

thus able not only to hear the participants perfectly and communicate with them (thanks to an 

interphone), but also to visually check whether everything was going according to plan and 
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provide eventual guidance. An amplifier with low-pass filter at < 80 Hz and a TASCAM CD-RW 

900 Professional CD recorder completed the provided equipment.  

 The same instructions were given individually to the participants before the recording 

session that they should read the whole text twice with a short break inbetween. Most of them 

knew that the experiment was linguistics-related, but they did not know beforehand that it had 

specifically to do with phonetics/phonology 6. They were also asked to keep the printed text on 

the table in order not to produce any additional noise7. Prior to the recording, each participant 

was asked to read a few lines in order to check for both the position of the microphone and the 

volume of the recording.  

 A CD was recorded for each recording session (1-3 participants, tested individually) , with 

every break creating a new audio track on the CD. The audio tracks were later extracted as .wav 

sound files to make them readable in Praat. 

 After the recording, the participants were interviewed individually and asked about their 

background (age, place of birth and current place of residence, where they had spent most of 

their lives, origins of their parents, level of education, whether they were bilingual and whether 

they had had any linguistic training) and the experiment (whether they had felt self-conscious, 

and what they thought it was about). The first four participants were asked about their 

background first, which heavily influenced their assumptions about the purpose of the 

experiment: for this reason, the order of the questions was then changed so as to start with the 

experiment and conclude with the personal background.  

 The whole task, including the interview, took 20-25 minutes for each participant. 

 Only 2 out of 18 participants8 managed to get close to guessing the purpose of the test: they 

hypothesized that the research question may have been related to the Dutch sound cluster -eeuw. 

At the end of the interview, all the participants were informed about the aim of the experiment. 

 !Ó ÆÁÒ ÁÓ ÔÈÅ ÉÎÆÏÒÍÁÎÔÓȭ ÆÅÅÄÂÁÃË ÉÓ ÃÏÎÃÅrned, it is interesting to note that, despite the 

fact that the text had been checked by four native speakers, some informants still found that 

there were some grammatically imperfect or unnatural-sounding sentences. Several 

participants remarked that the sentences were unnaturally long for Dutch, and that the 

punctuation was too scarce. The dearth of commas in the text was indeed found to have an 

effect on the production of the speakers, and thus on the quality of the collected data (see 

Section 6 below). 

6. Analysis 

6.1 Preliminaries 

As already mentioned, each participant was recorded twice. Due to the number of errors, 

hesitations, rephrasings, and unnatural intonation and pauses generally heard in the first 

recordings, it was resolved to only make use of the second readings for the analysis. These 
                                                                    
6 This is true for every informant other than speaker F20M, who overheard a conversation between the researcher 

and the participant before her, so she knew about the purpose of the test before taking it. 
7 This turned out to be a problem for speaker F45M who could not do so due to a painful whiplash which prevented 

her from bending her neck. The result is a recorded speech which sounds far more disconnected than the other 

ÐÁÒÔÉÃÉÐÁÎÔÓȭȟ ÅÖÅÎ ÉÎ ÔÈÅ ÓÅÃÏÎÄ ÒÅÁÄÉÎÇȢ 
8 Speaker F20M is not included in the count for the reasons explained in note 6. 
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always sound more natural, more spontaneous (as far as reading can be spontaneous), and 

ÍÏÒÅ ȰÃÏÎÎÅÃÔÅÄȱ ÔÈÁÎ ÔÈÅ ÐÒÅÃÅÄÉÎÇ ÏÎÅÓȟ ÐÒÏÂÁÂÌÙ ÄÕÅ ÔÏ ÔÈÅ ÆÁÍÉÌÉÁÒÉÔÙ ×ÉÔÈ ÔÈÅ ÔÅØÔ ÔÈÁÔ 

the speakers gained (surprisin gly quickly) between the two readings. Thus, for each participant 

only one of the two recording files, the second, was segmented and analysed.  

 Each of these files contains 35 (9 of the V#wV type, 18 of the Vw#V type, and 8 of the 

Vw#wV type) target items. Prior to the analysis, all the recording files were opened one by one 

through Praat and all the target items were manually segmented and labelled. 

6.2 Manual segmentation with Praat 

Segmentation is performed through 0ÒÁÁÔ ÂÙ ÁÐÐÌÙÉÎÇ ÂÏÒÄÅÒÓ ÏÎ ÔÉÅÒÓȟ Ȱ[ȣɎ blank bands 

ÌÏÃÁÔÅÄ ÕÎÄÅÒÎÅÁÔÈ ÔÈÅ ÓÏÕÎÄ ×ÁÖÅÓ ÓÈÏ×Î ÉÎ ÔÈÅ 0ÒÁÁÔ ÓÏÕÎÄ ×ÉÎÄÏ× ɍȣɎ ɍȟ ÏÎ ×ÈÉÃÈɎ 

intervals are added in correspondence both to the beginning and to end of the parts of the 

ÓÏÕÎÄÓ ×Å ÁÒÅ ÉÎÔÅÒÅÓÔÅÄ ÉÎȢȱ ɉ$ÁÌÍÁÓÓÏ ςπρςȡρφɊȢ 4ÈÅ ÌÁÂÅÌÌÉÎÇ ÏÆ each tier interval, which will 

be described in the next section, immediately follows the segmentation phase. Both 

segmentations and labels are saved in a separate file, which shares the same name (and 

directory) as the original sound file, but has a different format: .TextGrid. 

 Machaļ and Skarnitzl (2009:13) write about manual segmentation that it has several 

disadvantages: Ȱ&ÉÒÓÔȟ ÉÔ ÉÓ ËÎÏ×Î ÔÏ ÂÅ ÔÉÍÅ-ÃÏÎÓÕÍÉÎÇ ɍȣɎȢ 3ÅÃÏÎÄȟ ɍȣɎ ɍÉÔɎ ÉÓ ÄÅÍÁÎÄÉÎÇ ÉÎ 

terms of labeller expertise. Many researchers have criticized it as inherently subjective and 

therefore inconsistent and irreproducibleȢ ɍȣɎ ÂÏÔÈ ÉÎÔÅÒ-labeller and intra-labeller consistency 

ÉÓ ÁÎ ÉÓÓÕÅ ÉÎ ÍÁÎÕÁÌ ÓÅÇÍÅÎÔÁÔÉÏÎȢȱȢ In order to keep inconsistencies to the minimum ÁÎÄ ȰɍȣɎ 

speed up the preparaÔÉÏÎ ÏÆ ɍȣɎ ɍa] corpus without compromising the reliability of the 

ÓÅÇÍÅÎÔÁÔÉÏÎȱ, Machaļ and Skarnitzl (2009) propose a set of segmentation guidelines that we 

follow in our data segmentation. Note that, in the present study, both the segmentation and 

labelling were performed by one single labeller, the researcher: inter-labeller consistency is 

therefore not an issue. 

 According to the guidelines by Machaļ and Skarnitzl (2009:23-ςτɊȟ ȰɍȣɎ ×Å ÔÒÙ ÔÏ ÐÌÁÃÅ 

ÂÏÕÎÄÁÒÉÅÓ ÎÅØÔ ÔÏ ɉÏÒ ÂÅÔ×ÅÅÎɊ ɍȣɎ ÆÏÒÍÁÎÔ ÃÏÌÕÍÎÓ ɉÉ.e., the dark vertical areas in the 

ÓÐÅÃÔÒÏÇÒÁÍȟ ÒÅÐÒÅÓÅÎÔÉÎÇ ÔÈÅ ÐÅÁËÓ ÏÆ ÁÃÏÕÓÔÉÃ ÅÎÅÒÇÙ ÉÎ ÅÁÃÈ ÇÌÏÔÔÁÌ ÐÕÌÓÅɊȢ ɍȣɎ )Æ ÔÈÅÒÅ ÉÓ Á 

ÔÒÁÎÓÉÔÉÏÎ ÐÈÁÓÅ ɉÁÎ ÕÎÃÅÒÔÁÉÎȟ ȰÇÒÅÙȱ ÐÏÒÔÉÏÎ ÏÆ ÔÈÅ ÓÉÇÎÁÌ ÉÎ ×ÈÉÃÈ ÌÏ× ÁÃÏÕÓÔÉÃ ÃÏÎÔÒÁÓÔ ÄÏÅÓ 

not allow unambiguous bounÄÁÒÙ ÐÌÁÃÅÍÅÎÔ ɍȣɎɊȟ ÔÈÅ ÂÏÕÎÄÁÒÙ ×ÉÌÌ ÂÅ ÐÌÁÃÅÄ ÉÎ ÔÈÅ ÔÅÍÐÏÒÁÌ 

ÍÉÄÐÏÉÎÔ ÏÆ ÔÈÉÓ ÁÒÅÁ ɍȣɎȢ "ÏÕÎÄÁÒÉÅÓ ×ÉÌÌ ÂÅ ÐÌÁÃÅÄ ÁÔ ÚÅÒÏ ÃÒÏÓÓÉÎÇ ɉÁ ÐÏÉÎÔ ÉÎ ×ÈÉÃÈ ÔÈÅ 

×ÁÖÅÆÏÒÍ ÃÒÏÓÓÅÓ ÔÈÅ ÁÍÐÌÉÔÕÄÅ ÁØÉÓɊȱȢ  

 Most of the time, intervocalic glides and spirant approximants can already be recognized 

during the segmentation phase (and prior to the analysis) due to the very different relative 

intensity of their formants compared to that of the neighbouring vowels (see Figure 5 and 6 below). 

 In the case in which an intervocalic <w> could be recognized as a labiodental approximant 

[ ] due to its lower relative formant intensity compared to the preceding and following vowels, 

its difference in relative intensity ȰɍȣɎ may [also] be [a] sufficient [clue] for comparatively 

ÓÔÒÁÉÇÈÔÆÏÒ×ÁÒÄ ÓÅÇÍÅÎÔÁÔÉÏÎȱ ɉ-ÁÃÈÁļ and Skarnitzl 2009:47). Otherwise, features such as 

changes in formant structure, energy in the high frequencies, changes in overall intensity and 

waveform shape (e.g. slightly lower amplitude in the waveform) may all play a role in helping the 

labeller identify the beginning and end points of the sound in question. If none of the previous 

helps, Machaļ and Skarnitzl (2009) recommend using listening, at least to confirm the visual cues. 
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Figure 5: Spectrogram of ɍȣɎ slee waren ɍȣɎ performed through Praat. 

Note the high contrast between <w>  (realized as a spirant approximant)  

and the neighbouring vowels in terms of relative formant intensity. 

  

Figure 6: Spectrogram of ɍȣɎ sneeuw een ɍȣɎ performed through Praat. 

Note the low acoustic contrast between <w> (realized as a glide)  

and the neighbouring vowels in terms of relative formant intensity. 

 According to Machaļ and Skarnitzl (2009:80), intervocalic glides are to be regarded as the 

most problematic group of sounÄÓ ÆÒÏÍ ÔÈÅ ÐÅÒÓÐÅÃÔÉÖÅ ÏÆ ÓÅÇÍÅÎÔÁÔÉÏÎȡ Ȱ4ÈÅ ÓÐÅÃÔÒÁÌ ÃÏÎÔÒÁÓÔ 

between them and the neighbouring vowels is typically quite low, and tends to consist only in 

Á ÓÌÉÇÈÔÌÙ ÄÉÆÆÅÒÅÎÔ ÆÏÒÍÁÎÔ ÐÁÔÔÅÒÎȢ ɍȣɎ &ÒÅÑÕÅÎÔÌÙ ×Å ×ÉÌÌ ÈÁÖÅ ÔÏ ÒÅÓÏÒÔ ÔÏ ÔÈÅ ÒÕÌÅ ÐÌÁÃÉÎÇ ÔÈe 

ÂÏÕÎÄÁÒÙ ÎÅÁÒ ÔÈÅ ÍÉÄÐÏÉÎÔ ÏÆ ÔÈÅ ÔÒÁÎÓÉÔÉÏÎ ÐÈÁÓÅȢȱȢ For these glides, Machaļ and Skarnitzl 

(2009) propose two alternative approaches to segmenting: one based on acoustic cues and one 

based on perceptual cues. In the present study the perceptual approach was followed. A 

detailed description of this approach is given below for an imaginary sound sequence /oja/: 

In some instances, the acoustic contrast between a glide and a neighbouring vowel is so low that the 

auditory impression must be applied as the primary guideline, with visual information regarded 

ÍÅÒÅÌÙ ÁÓ ÁÕØÉÌÉÁÒÙȢ ɍȣɎ 7ÈÅÎ ÌÏÃÁÔÉÎÇ ÔÈÅ ÂÏÕÎÄÁÒÙ ÂÙ ÍÅÁÎÓ ÏÆ ÌÉÓÔÅÎÉÎÇȟ ÔÈÅ ÔÁÓË ÉÓ ÔÏ ÆÉÎÄ ÔÈÅ 

moment when we can still hear the sequence /oj/ or /ja/ as monosyllabic (and not as a sequence of 

two syllables). When we want to locate the right boundary of [j], we try placing the boundary further 

to the right, into [a]. Then we start shifting the boundary in the transition phase between [j] and [a] 

leftwards, according to the auditory impression, until we can hear a monosyllabic (diphthongal) 

sequence [oj], not something like [oj] (i.e., no vocalic element). The left boundary will be located 

analogously: we place the boundary into [o] and proceed to the right, until we hear monosyllabic [ja] 

and not a disyllabic [ ÊÁɎȢ ɍȣɎ /ÂÖÉÏÕÓÌÙȟ ×Å ÃÁÎ ÓÔÉÌÌ ÈÅÁÒ ÔÒÁÎÓÉÔÉÏÎÓ ÏÆ ɍÊɎȟ ÅÓÐÅÃÉÁÌÌÙ ÉÎ ÔÈÅ ÆÏÌÌÏ×ÉÎÇ 

vowel. ɍȣɎ 4ÈÅ ÁÄÖÁÎÔÁÇÅ ÏÆ ÔÈÅ ÐÅÒÃÅÐÔÕÁÌ ÍÅÔÈÏÄ ÉÓ ÉÔÓ ÕÎÉÖÅÒÓÁÌ ÃÈÁÒÁÃÔÅÒȟ ÉÎ ÔÈÁÔ ÉÔ ÕÎÉÆÏÒÍÌÙ 

applies not only to straightforward cases, but also to unclear cases in which we can hear [j] or 

ȬÓÏÍÅÔÈÉÎÇ ÌÉËÅ ɍÊɎȭ ÁÌÔÈÏÕÇÈ ÔÈÅÒÅ ÁÒÅ ÎÏ ÏÂÖÉÏÕÓ ÖÉÓÕÁÌ ÃÕÅÓ ÆÏÒ ÉÔÓ ÓÅÇÍÅÎÔÁÔÉÏÎ ÁÖÁÉÌÁÂÌÅ ÉÎ ÔÈÅ 
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spectrogram. On the other hand, this approach is time-consuming, demanding in terms of the 

ÌÁÂÅÌÌÅÒȭÓ ÃÏÎÃÅÎÔratioÎ ÁÎÄ ɍȣɎ ÍÏÒÅ ÓÕÂÊÅÃÔÉÖÅȢ (Machaļ and Skarnitzl 2009:82-83) 

Note that the perceptual approach yields segmented glides with considerably shorter duration 

than the acoustic approach, and it does not result in the Ȱfalse auditory impression of syllabicity 

of the glideȱ (Machaļ and Skarnitzl 2009:82) typical of the latter approach. 

 Note that if a sound was not immediately recognized as either [] or [w] thanks to the 

overall and/or relative formant intensity during the segmentation, the perceptual approach 

was always followed.  

6.3 Labelling with Praat 

Following Dalmasso (2012), three interval tiers  were set up. The first tier, named type, hosts 

the interval boundaries created during segmentation, thus determining the portion of sound 

which is to be analysed; moreover, it associates an identifying code to the target sound. This 

code univocally defines the target sound in terms of speaker (gender, age, initial of the first 

name), type/condition  (V#wV, Vw#V, or Vw#wV,), and item number for that condition. For 

example, the label M21PV#wV01 identifies the first item (01) of the intervocalic onset 

condition V#wV (which is the <w> in ɍȣɎ ÊÕÎÉ ×ÅÌ ɍȣɎ) for speaker M21P, who is a male aged 21 

years old whose first name begins with a P.  

 The interval  boundaries on the second and third tier were also conventionally added in 

proximity of the interval boundaries on the first one, in that those tiers are only meant for 

adding notes about the sound (tier 2) and the word context to which it belongs (tier 3) , whereas 

the first tier is the one from which the data are extracted.  

 More specifically, the second tier, named clues, was originally intended for writing  down 

cues on the type of sound based on the observation of the spectrogram. It ended up, however, 

being, most of the time, either filled with notes about reasons to exclude the sound from the 

analysis (see Section 6.4 for more details about the excluded items), or left blank. An overview 

of all the possible annotations on the second tier is shown in Table 2. 

Table 2: All the possible cues on tier 2 

Annotation on tier 2 Meaning Consequence for the analysis 

1!/[ww]!  (long) uniform <w> sound in 

intervocalic cluster condition 

Vw#wV 

uniform F2, intensity, harmonicity 

likely to be found at 25% and 75% 

of sound 

clearly 2 <w> in intervocalic cluster 

condition Vw#wV clearly made up 

of two different sounds 

expected to be realized as 

sequential [w ] 

V vowel-like realization of <w> in 

intervocalic coda condition Vw#V 

different harmonicity? 

[w]!  unexpected [w] realization in 

intervocalic onset condition V#wV 

different F2, intensity, harmonicity 

than what expected for the 

condition 

[v]!  unexpected [v] realization in 

intervocalic onset condition V#wV 

different harmonicity than 

expected 

misread item misread or realized as non-

intervocalic (cf. Table 3) 

item excluded from the analysis 
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 The third and last tier, named words9, detects the target words. Note that, since the 

investigated conditions, more often than not, imply that <w> occurs right before or right after 

a word boundary, target words are usually to be intended as target word clusters. For example, 

the already mentioned item M21PV#wV01 is identified on tier 3 as juni wel instead of just wel. 

 Figure 7 shows an instance picture of a Praat textgrid window during the segmentation 

and labelling phase. 

 

Figure 7: A Praat textgrid window during segmentation and labelling.  

From top to bottom: the sound waves window, the spectrogram window,  

and the three tiers; the names of these can be read on the right margin. 

6.4 Excluded items  

The total number of target items is 665 (=(9+8+18)×19), but the number of items included in 

the analysis is only 325. As a matter of fact, several items had to be excluded during the 

segmentation and labelling phase. Most of the excluded items display either a pause or a glottal 

stop at word-boundary, either before (for the V#wV condition) or after the <w> (for the Vw#V 

condition), or inbetween the two <w>s (for the Vw#wV condition). Pauses and glottal stops 

make the target items unconnected to what precedes or follow, thus compromising ÔÈÅ ÉÔÅÍÓȭ 

intended intervocalic status. The intervocalic coda Vw#V condition is the most affected by this 

problem, probably due to the (random) weaker cohesion the <-eeuw#> items generally display 

with the item which follows in the cluster compared to the <#w-> items with the one which 

precedes ɉÅȢÇȢ ɍȣɎ sneeuw een ɍȣɎ ÖÓ  ɍȣɎ kilo wegen ɍȣɎɊȢ Since the Vw#V condition, however, 

displays nearly twice the number of items of the other two, the exclusion of some of those due 

to the presence of pauses/glottal  stops at word boundary should not be too problematic. 

 Table 3 shows all the possible sources of misreading that are labelled on tier 2. Note that, 

phonetically, glottal stops ȰɍȣɎ ÍÁÙ ÁÓÓÕÍÅ ÓÅÖÅÒÁÌ ÆÏÒÍÓȟ ÂÙ ÆÁÒ ÔÈÅ ÍÏÓÔ ÆÒÅÑÕÅÎÔ ÏÎÅÓ ÂÅÉÎÇ 

                                                                    
9 For tier 3, the boundaries of the intervals could have been placed in correspondence of the beginning and end 

points of the words in question, as Dalmasso (2012) did, instead of keeping them in line with the intervals on tier 1. 
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Á ÃÁÎÏÎÉÃÁÌ ÐÌÏÓÉÖÅ ÁÎÄ ÃÒÅÁËÙ ÖÏÉÃÅȱ ɉ-ÁÃÈÁļ and Skarnitzl 2009:125); hence the distinction 

ÂÅÔ×ÅÅÎ ȰÇÓȱ ÁÎÄ ȰÃÒÅÁËÙ ÇÓȱ ÉÎ ÏÕÒ ÌÁÂÅÌÌÉÎÇȢ  

Table 3: All the possible ȰÍÉÓÒÅÁÄȱ ÌÁÂÅÌÓ on tier 2 

Annotation on tier 2 Meaning Consequence for the analysis 

(creaky) gs (creaky) glottal stop either 

preceding or following <w> or 

occurring inbetween the <ww> 

cluster, compromising the 

intervocalic status of the target 

item 

item excluded from the analysis 

(long) pause (long) pause either preceding or 

following <w> or occurring 

inbetween the <ww> cluster, 

compromising the intervocalic 

status of the target item 

item excluded from the analysis 

stuttering/hesitation/filled pause  variation of an empty pause, 

compromising the intervocalic 

status of the target item 

item excluded from the analysis 

ÁÎÙ ÏÆ ÔÈÅ ÐÒÅÖÉÏÕÓ Ϲ ȣ combination of any of the previous 

factors, compromising the 

intervocalic status of the target 

item 

item excluded from the analysis 

wrong word order  switched words (e.g. sneeuw 

gefallen is instead of sneeuw is 

gefallen) compromising the 

intervocalic status of the target 

item 

item excluded from the analysis 

problem: .wor. = V a whole syllable realized as a 

vowel; no more <w> 

item excluded from the analysis 

missing sound missing target sound  item excluded from the analysis 

dropped <i> following vowel dropped, 

compromising the intervocalic 

status of the target item 

item excluded from the analysis 

creaky whole word cluster realized with 

creaky voice, making it impossible 

to detect an eventual creaky glottal 

stop 

item excluded from the analysis 

 

Note that the already mentioned scarcity of commas and ȰprescribÅÄ ÐÁÕÓÅÓȱ through 

punctuation, and consequent extreme length of sentences, in the speech material may have 

played a big role in causing undesirÅÄ ÐÁÕÓÅÓ ÉÎ ÓÐÅÁËÅÒÓȭ ÕÔÔÅÒÁÎÃÅÓȢ )Î ÏÒÄÅÒ ÔÏ ÐÒÅÖÅÎÔ ɉÏÒ ÁÔ 

least reduce) such pauses at target word boundaries, it would have been better to: first , keep 

the sentences quite short overall, and, second, ȰÇÕÉÄÅȱ ÔÈÅ performance of the speakers by 

inserting strategic commas in the immediate neighbouring context of the target items. 
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6.5 Observations preliminary to the analysis 

Based on the observation of the spectrogram and the impressions gathered during the 

segmentation and labelling phase, some generalizations can already be sketched out before the 

actual analysis.  

 First, the overall tendency seems for speakers to realize codas as [w] and onsets as []10. 

Only very few speakers occasionally do otherwise, and it is always that onsets are realized as 

[w] and never the other way around; it seems more a matter of free rather than systematic 

variation, even though it indeed seems more systematic in some speakers11. 

 Second, as for the cluster condition, the tendency seems for speakers to realize it as a 

sequence [w ] (cf. sequencing hypothesis, Section 4.2). Realizations such as [ww] do occur, but 

variations here seem even less systematic than for the onset condition. 

 Third, it appears that the duration of <w> in the intervocalic cluster Vw#wV condition is 

visibly longer than <w> in the other two conditions, which, if confirmed by the data, would also 

validate the sequencing hypothesis. 

 Third, spectrograms of the same condition seem to show that the two <w>s are, nearly 

without exception, distinct sounds. This is clearly visible in the very different overall and 

relative formant intensity displayed by the two halves of the target sounds: the first half nearly 

always of higher intensity, and the second half of lower intensity. This, again, would validate 

the sequencing hypothesis. An instance of a target Vw#wV sound performed through Praat is 

given in Figure 8 for illustrative purposes. Note that, in this specific case, the waveform (e.g. its 

amplitude) also contributes to conveying the impression that we are dealing with two different 

sounds. 

 

Figure 8: Instance of a Vw#wV sound performed through Praat. 

Note the difference in overall and relative formant intensity 

between the first and second half of the <w> sound. 

                                                                    
10 Speaker F45M occasionally seems to realize the onsets as fricatives [v], but she is the only one to do that. 
11 For instance, in speaker M30E, grown up in Gelderland. 
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6.6 Praat script and settings 

The first step of the actual analysis consists of running a script (specifically conceived for the 

purposes of this study) through Praat. The script, when saved in a .Praat file format in the same 

directory as the 19 pairs of .wav and .TextGrid files, opens these pairs one at a time in Praat, and, 

combining the information on both the sound file and the related TextGrid, extracts all the desired 

measurements related to each of the target sounds in the text. More specifically, the script 

provides us with data about the duration, second formant, intensity, and harmonicity of our 

target sounds. Note that the latter three are all measured at 25% and 75% of each interval tier. 

 4ÈÅ ÓÃÒÉÐÔ ÉÓ ×ÒÉÔÔÅÎ ÁÃÃÏÒÄÉÎÇ ÔÏ 0ÒÁÁÔȭÓ ÓÐÅÃÉÆÉÃ ÐÒÏÇÒÁÍÍÉÎÇ ÓÙÎÔÁØȠ ÉÔ is inspired by 

scripts by Antoniou and by Lennes (cf. References). A copy of the script is given in the Appendix, 

and the main settings are presented in the following subsections (note that many of them 

conform to the indications provided in the Praat manual).  

6.6.1 Formant settings  

The frequency values of the second formants of each target sound are extracted automatically 

through Praat at 25% and 75% of the interval tier from a Formant object created according to 

the settings presented in the following. The time step, i.e. the time between the centres of 

consecutive analysis frames, is set at 0.001 seconds. The maximum number of formants per 

frame is five, as is the case for most analyses of human speech. The maximum formant, i.e. the 

ceiling of the formant search range, is set to a value suitable for the speakers depending on their 

gender: the standard value of 5500 Hertz is suitable for an adult female, 5000 Hertz for an adult 

male. The window length, i.e. the effective duration of the analysis window, is set at 

0.040 seconds, so that the values of the frequencies are drawn each 40 milliseconds of sound. 

The pre-emphasis value is set from 50 Hertz. 

6.6.2 Intensity settings 

The intensity values of each target sound are extracted automatically through Praat at 25% and 

75% of the interval tier from an Intensity object created according to the settings presented in 

the following. The minimum pitch, i.e. the minimum periodicity frequency in the signal, is set at 

100 Hertz. The time step is set, as in the formant settings, at 0.001 seconds. The third and last 

setting ȰɍȣɎ allows Praat to subtract from the pressure of the recorded sound the constant air 

pressure that many devices, such as the microphone employed for the recording session, might 

have added. This drawback results in a non-zero value of the intensity in the sound wave even in 

silent phases of the recordings. Praat computes its mean and subtracts it from the intensity of the 

actual recorded speech.ȱ ɉ$ÁÌÍÁÓÓÏ ςπρςȡτρɊȢ 4ÈÅ ȰÓÕÂÔÒÁÃÔ ÍÅÁÎȱ ÓÅÔÔÉÎÇ ÉÓ ÔÈÕÓ ÓÅÔ ÔÏ ÙÅÓȢ 

6.6.3 Harmonicity settings 

The harmonicity values of each target sound are extracted automatically through Praat at 25% 

and 75% of the interval tier from a Harmonicity object created according to the settings 

presented in the following. The preferred method, according to the Praat manual, is cross-

correlation, as it presents a much better time resolution than the autocorrelation method. The 

time step is, this time, set at the default value of 0.01 seconds: a test was previously run on a 

small selection of the files with the 0.001 seconds setting to see whether it was feasible, and the 

amount of time required to perform the analysis was huge, thus convincing the researcher to 

opt for the 0.01 seconds setting. The minimum pitch, which determines the length of the 

analysis window, is set at the default value of 75 Hertz. The silence threshold is also set at the 
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default value of 0.1: this means that the frames that do not contain amplitudes above this 

threshold are considered silent. The number of periods per window is also kept at the standard 

value of 4.5, which, according to the Praat manual, is best for speech. 

6.6.4 Summary 

To sum up, the analysis of the target sounds in the recorded files is performed by a script 

written in Praat syntax and run through the Praat software. The script commands that, after 

loading all the 19 paired sound and TextGrid files, Praat creates a Formant, an Intensity, and a 

Harmonicity object. After that, if the interval on tier 1 has some text as a label, and the interval 

ÏÎ ÔÉÅÒ ς ÄÏÅÓ ÎÏÔ ÒÅÐÏÒÔ ȰÍÉÓÒÅÁÄȱȟ ÔÈÅ ÍÅÁÓÕÒÅÍÅÎÔÓ ÏÆ ÄÕÒÁÔÉÏÎȟ &ς at 25% and 75% of the 

interval tier, intensity at 25% and 75% of the interval tier, and harmonicity at 25% and 75% of 

the interval tier , are extracted, and presented in a tab-separated table together with the 

indication of speaker, type of condition, and number of item. 

 The summary statistics related to the dependent variables and the statistical analysis 

proper are then performed with R.  

6.7 Statistics performed with R 

The tab-separated table produced through Praat (including: speaker, type, and item as 

independent variables, and duration, F225% and F275%, intens25% and intens75%, and harm25% 

and harm75% as dependent variables) was imported into R as a dataset, and the summary 

statistics computed. Averages and standard deviations were computed for duration, average 

F2, F2 rise (F275% - F225%), intensity, intensity fall (intens75% - intens25%), harmonicity, 

harmonicity fall (harm75% - harm25%). For F2 rise, intensity fall, and harmonicity fall, confidence 

intervals were also computed.  

 Boxplots displaying the distribution of the data as a function of type were also drawn with 

R for each of the aforementioned parameters. 

 The summary statistics and boxplots are reported in the following section. The complete 

R script is given in the Appendix, together with the complete set of data obtained through Praat. 

6.7.1 The analysis 

For our analysis in R, the model we employ is a linear mixed model fit by maximum likelihood 

(lmer) in which type acts as a fixed factor and speaker and item act as interaction factors.  

 First, we carry out an omnibus test, i.e. a test as to whether the explained variance in a 

data set is overall significantly greater than the unexplained variance. We compare a lmer 

model of the whole dataset, including type as a fixed factor, with  the same lmer model, but 

without type as a factor, through ANOVA, using a Chi-squared test. From the ANOVA 

comparison we obtain a p value for the influence of type: if this omnibus p value is small enough 

(i.e., p < 0.05), we can assume that type indeed plays an important role in determining the 

pronunciation of  <w> in the three different conditions.   

 This being ascertained, the following concern is to determine which groups of means may 

have had an effect on the significance of our ANOVA analysis. If p value < 0.05, we can assume 

that, among the groups considered, at least two means are significantly different: thus, we want 

to know which of the means for our three type groups are significantly different from the others. 

To do that, we use the Least Significant Difference (LSD) post hoc method originally developed 
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ÂÙ &ÉÓÈÅÒȟ ×ÈÉÃÈ ȰÅØÐÌÏÒÅÓ ÁÌÌ ÐÏÓÓÉÂÌÅ ÐÁÉÒ-wise comparisons of means comprising a factor 

using the equivalent of multiple t-ÔÅÓÔÓȢȱ (Stevens; cf. References). 

 Thus, we create subsets of the data so as to be able to compare two types at a time (i.e. 

onset and cluster, onset and coda, cluster and coda), and run a t-test for each pair of means. 

From each t-test, we obtain the t-values and confidence intervals that will be reported in the 

next section. Lastly, for each subset we compare models with and without type again through 

ANOVA in order to obtain the relevant p values (which lmer does not provide). Next section will 

also present p values, along with the related t values and confidence intervals. 

7. Results 

This section presents the results of the test in terms of pair-wise comparisons of averages for 

the three condition. Each subsection is dedicated to an acoustic parameter among the following: 

duration, average F2, F2 rise, average intensity, intensity rise, average harmonicity, and 

harmonicity rise. 

7.1 Duration 

According to our data, the onset and coda condition display, on average, slightly different, but 

comparable durations, whereas the cluster condition presents much longer durations, 

approximately twice the ones  in the other two conditions. Note that such a ratio, if confirmed 

by the post hoc tests for significance, would be compatible with the sequencing hypothesis (cf. 

Section 4.2), which regards the <w> in the intervocalic cluster condition as being realized as a 

sequence of the <w>s in the coda and onset condition, respectively. 

 Table 4 lists the average durations, standard deviations, and confidence intervals for each 

of the three types, whereas Figure 9 offers a depiction of the three groups through their quartiles: 

the bottom and top of the boxes are the first and third quartiles, the horizontal bands inside the 

boxes are the second quartiles or medians, the vertical lines extending outside the boxes indicate 

variability outsi de the first and third quartile, and the small circles represent outliers. 

Table 4: Duration as a function of type 

Type Average duration 

(s) 

Standard 

deviation (s) 

Conf. int. (s)  

(2.5% ɀ 97.5%) 

V#wV 0.055 0.012 0.051 ɀ 0.059 

Vw#V 0.062 0.012 0.059 ɀ 0.067 

Vw#wV 0.123 0.029 0.114 ɀ 0.132 

 

The omnibus p value obtained from the ANOVA testing the significance of the influence of type 

ÏÎ ÄÕÒÁÔÉÏÎ ÉÓ ωȢπψẗρπ-20 ɉÐ Ѓ πȢπυɊȟ ×ÈÉÃÈ ÁÌÌÏ×Ó ÕÓ ÔÏ ÐÅÒÆÏÒÍ &ÉÓÈÅÒȭÓ ÐÏÓÔ ÈÏÃ ÐÁÉÒ-wise 

comparisons. 
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Figure 9: Duration as a function of type 

7.1.1 Difference in duration between onset and cluster type 

The fixed effects (estimate, standard error, t value), confidence intervals, and p value (from the 

ANOVA subset comparison) related to the role of type on the difference in terms of duration 

between onset and cluster are reported in Table 5.   

Table 5: Difference in duration between onset and cluster type 

 Estimate (s) Std. error  (s) t value Conf. int. (s) 

(2.5% ɀ 97.5%) 

p value 
(ANOVA) 

(Intercept)  0.055 0.003 19.68 0.049 ɀ 0.061  

ψȢτπẗρπ-14 typeVw#wV 0.068 0.003 20.78 0.061 ɀ 0.074 

 

.ÏÔÅ ÔÈÁÔ Ȱɉ)ÎÔÅÒÃÅÐÔɊȱ ÒÅÆÅÒÓ ÔÏ ÔÈÅ ÏÎÓÅÔ type, which is used here as a reference for the second 

type: thus, the duration estimate for the cluster type has to be read as Ȱbeing 0.068 seconds 

longer than the one for the ÏÎÓÅÔ ÔÙÐÅȱȢ 4ÈÅ p value, that is, the probability of such a difference 

in terms of duration occurring randomly, i.e. without type playing a prominent role, is very low 

(p = ψȢτπẗρπ-14 < 0.05); therefore, we can regard the difference in duration between onset and 

cluster as significant.  

 It seems, thus, that Dutch speakers display a noticeable difference in terms of duration in 

the pronunciation of their intervocalic <w>s depending on whether these occur in onset 

position or as a cluster. 

7.1.2 Difference in duration between onset and coda type 

The fixed effects, confidence intervals, and p value related to the role of type on the difference 

in terms of duration between onset and coda are reported in Table 6. 
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Table 6: Difference in duration between onset and coda type 

 Estimate (s) Std. error  (s) t value Conf. int. (s) 

(2.5% ɀ 97.5%) 

p value 
(ANOVA) 

(Intercept)  0.055 0.002 30.71 0.051 ɀ 0.059  

0.002 typeVw#V 0.008 0.002 3.37 0.003 ɀ 0.013 

 

!ÇÁÉÎȟ Ȱɉ)ÎÔÅÒÃÅÐÔɊȱ ÒÅÆÅÒÓ ÔÏ ÔÈÅ ÏÎÓÅÔ ÔÙÐÅȟ ×ÈÉÃÈ acts as a reference: thus, the duration 

ÅÓÔÉÍÁÔÅ ÆÏÒ ÔÈÅ ÃÏÄÁ ÔÙÐÅ ÈÁÓ ÔÏ ÂÅ ÒÅÁÄ ÁÓ ȰÂÅÉÎÇ 0.008 seconds longer than the one for the 

ÏÎÓÅÔ ÔÙÐÅȱȠ ÎÏÔÅ that the difference here is much lower than the one estimated in the previous 

case. The p value is still quite low, despite being less low than in the previous case (p = 0.002 

< 0.05); therefore, we can regard the difference in duration between onset and coda as 

significant.  

 It seems, thus, that Dutch speakers display a (slight) difference in terms of duration in the 

pronunciation of their intervocalic <w>s depending on whether these occur in onset or coda 

position. 

7.1.3 Difference in duration between cluster and coda type 

The fixed effects, confidence intervals, and p value related to the role of type on the difference 

in terms of duration between cluster and coda are reported in Table 7.   

Table 7: Difference in duration between cluster and coda type 

 Estimate (s) Std. err or (s) t value Conf. int. (s) 

(2.5% ɀ 97.5%) 

p value 
(ANOVA) 

(Intercept)  0.123 0.004 34.14 0.115 ɀ 0.130  

9.64ẗ10-14 typeVw#V -0.057 0.004 -15.15 -0.065 ɀ 0.050 

 

(ÅÒÅȟ Ȱɉ)ÎÔÅÒÃÅÐÔɊȱ ÒÅÆÅÒÓ ÔÏ ÔÈÅ ÃÌÕÓÔÅÒ ÔÙÐÅȟ ×ÈÉÃÈ ÁÃÔÓ ÁÓ Á ÒÅÆÅÒÅÎÃÅȡ ÔÈÕÓȟ ÔÈÅ ÄÕÒÁÔÉÏÎ 

ÅÓÔÉÍÁÔÅ ÆÏÒ ÔÈÅ ÃÏÄÁ ÔÙÐÅ ÈÁÓ ÔÏ ÂÅ ÒÅÁÄ ÁÓ ȰÂÅÉÎÇ 0.057 seconds briefer than the one for the 

cluster ÔÙÐÅȱ. The p value is very low (p = 9.64ẗ10-14 < 0.05), more or less as low as for the 

onset/cluster difference; therefore, we can regard the difference in duration between cluster 

and coda as significant.  

 It seems, thus, that Dutch speakers display a noticeable difference in terms of duration in 

the pronunciation of their intervocalic <w>s depending on whether these occur in coda position 

or as a cluster. 

7.1.4 Duration: conclusion 

Our data show that the onset and the coda condition present slightly different, but still 

comparable average durations, which supports expectation no. 2 (cf. Section 5.3) as far as 

duration in onset and coda position is concerned. Both onsets and codas are on average 

considerably shorter in duration than expected based on Hamann and Sennema (2005); note, 

however, that they use nonwords in isolation in their experiment, which explains the (apparent) 

discrepancy between their findings and ours. On the opposite, the cluster condition presents a 

very different average duration, which, being approximately twice the ones in the other two 
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conditions (as predicted in expectation no. 3), is definitely compatible with the sum of the 

durations of the other two (cf. sequencing hypothesis).  

 The non-overlapping, very narrow confidence intervals and low p values in all the pair-wise 

comparisons also enable us to confidently confirm the sequencing hypothesis as far as duration 

in the cluster condition is concerned, and reject the other two hypotheses (i.e. degemination and 

fusion). 

7.2 Average F2 

According to the data, average F2 is higher in the onset condition than in the coda condition, 

which conforms to our original expectations. We also expected the cluster condition to display 

an average F2 which could be regarded as an average of the averages of the other two 

conditions, but this is not the case: the average F2 values for Vw#V and Vw#wV are actually 

extremely close, and  the one for the coda condition (which should have been the lowest of the 

lot with 500 Hz < F2 < 1000 Hz) is actually slightly higher than the one for the cluster condition.  

 Table 8 lists the average F2 frequency values, standard deviations, and confidence 

intervals for each of the three types, whereas Figure 10 offers a depiction of the distribution of 

the three groups through their quartiles. 

Table 8: Average F2 as a function of type 

Type Average F2 (Hz) Standard 

deviation (Hz) 

Conf. int. (Hz)  

(2.5% ɀ 97.5%) 

V#wV 1381 257.1 1244 ɀ 1514 

Vw#V 1209 212.8 1139 ɀ 1267 

Vw#wV 1207 246.3 1120 ɀ 1293 

 

Figure 10: Average F2 as a function of type 

The omnibus p value obtained from the ANOVA testing the significance of the influence of type on 

average F2 ÉÓ πȢπρ ɉÐ Ѓ πȢπυɊȟ ×ÈÉÃÈ ÁÌÌÏ×Ó ÕÓ ÔÏ ÐÅÒÆÏÒÍ &ÉÓÈÅÒȭÓ ÐÏÓÔ ÈÏÃ ÐÁÉÒ-wise comparisons. 
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7.2.1 Difference in average F2 between onset and cluster type 

The fixed effects, confidence intervals, and p value related to the role of type on the difference 

in terms of F2 between onset and cluster are reported in Table 9.   

Table 9: Difference in average F2 between onset and cluster type 

 Estimate 

(Hz) 

Std. error  

(Hz) 

t value Conf. int. (Hz) 

(2.5% ɀ 97.5%) 

p value 
(ANOVA) 

(Intercept)  1379 51.55 26.76 1274 ɀ 1484  

0.02 typeVw#wV -169.1 65.97  -2.56 -305.7 ɀ -32.07 

 

Hereȟ Ȱɉ)ÎÔÅÒÃÅÐÔɊȱ ÒÅÆÅÒÓ ÔÏ ÔÈÅ ÏÎÓÅÔ ÔÙÐÅȟ ×ÈÉÃÈ acts as a reference for the second type: thus, 

ÔÈÅ &ς ÅÓÔÉÍÁÔÅ ÆÏÒ ÔÈÅ ÃÌÕÓÔÅÒ ÔÙÐÅ ÈÁÓ ÔÏ ÂÅ ÒÅÁÄ ÁÓ ȰÂÅÉÎÇ ρφω.1 Hz lower than the one for the 

ÏÎÓÅÔ ÔÙÐÅȱȢ 4ÈÅ p value is rather low (p = 0.02 < 0.05); therefore, we can regard the difference 

in average F2 between onset and cluster as significant.  

 It seems, thus, that Dutch speakers display a difference in terms of average F2 in the 

pronunciation of their intervocalic <w>s depending on whether these occur in onset position 

or as a cluster. 

7.2.2 Difference in average F2 between onset and coda type 

The fixed effects, confidence intervals, and p value related to the role of type on the difference 

in terms of F2 between onset and coda are reported in Table 10.   

Table 10: Difference in average F2 between onset and coda type 

 Estimate 

(Hz) 

Std. error  

(Hz) 

t value Conf. int. (Hz) 

(2.5% ɀ 97.5%) 

p value 
(ANOVA) 

(Intercept)  1378 49.04 28.09 1278 ɀ 1477  

0.02 typeVw#V -147.4 59.20 -2.49 -268.8 ɀ -27.52 

 

!ÇÁÉÎȟ Ȱɉ)ÎÔÅÒÃÅÐÔɊȱ ÒÅÆÅÒÓ ÔÏ ÔÈÅ ÏÎÓÅÔ ÔÙÐÅȟ ×ÈÉÃÈ ÁÃÔÓ ÁÓ Á ÒÅÆÅÒÅÎÃÅȡ ÔÈÕÓȟ ÔÈÅ &ς ÅÓÔÉÍÁÔÅ ÆÏÒ 

the coda ÔÙÐÅ ÈÁÓ ÔÏ ÂÅ ÒÅÁÄ ÁÓ ȰÂÅÉÎÇ ρτχ.4 (Ú ÌÏ×ÅÒ ÔÈÁÎ ÔÈÅ ÏÎÅ ÆÏÒ ÔÈÅ ÏÎÓÅÔ ÔÙÐÅȱȢ 4ÈÅ p 

value is rather low (p = 0.02 < 0.05); therefore, we can regard the difference in average F2 

between onset and coda as significant.  

 It seems, thus, that Dutch speakers display a difference in terms of average F2 in the 

pronunciation of their intervocalic <w>s depending on whether these occur in onset or coda position. 

7.2.3 Difference in average F2 between cluster and coda type  

The fixed effects, confidence intervals, and p value related to the role of type on the difference 

in terms of F2 between cluster and coda are reported in Table 11. 

 (ÅÒÅȟ Ȱɉ)ÎÔÅÒÃÅÐÔɊȱ ÒÅÆÅÒÓ ÔÏ ÔÈÅ ÃÌÕÓÔÅÒ ÔÙÐÅȟ ×ÈÉÃÈ ÁÃÔÓ ÁÓ Á ÒÅÆÅÒÅÎÃÅȡ ÔÈÕÓȟ ÔÈÅ &ς 

ÅÓÔÉÍÁÔÅ ÆÏÒ ÔÈÅ ÃÏÄÁ ÔÙÐÅ ÈÁÓ ÔÏ ÂÅ ÒÅÁÄ ÁÓ ȰÂÅÉÎÇ 3.33 Hz higher than the one for the cluster 

ÔÙÐÅȱȢ 4ÈÅ Ð ÖÁÌÕÅ ÉÓ ÎÏÔ ÌÏ× ÅÎÏÕÇÈ ÔÈÉÓ ÔÉÍÅ ɉÐ Ѐ 0.94 > 0.05) for us to state the significance 

of the difference between the averages of cluster and coda.  



Ilaria E. Colombo ɀ On the phonemic status of labial approximants in Dutch 

30 

Table 11: Difference in average F2 between cluster and coda type 

 Estimate 

(Hz) 

Std. error  

(Hz) 

t value Conf. int. (Hz) 

(2.5% ɀ 97.5%) 

p value 
(ANOVA) 

(Intercept)  1205 36.89 32.68 1129 ɀ 1280  

0.94 typeVw#V 3.33 41.83 0.08 -82.21 ɀ 88.82 

  

7.2.4 Average F2: conclusion 

Our data show that average F2 is highest in the onset condition with 1000 Hz < F2 < 1500 Hz, 

which conforms to expectation no. 4 about F2 in V#wV. However, we also expected average F2 to 

be much lower in the coda condition with 500 Hz < F2 < 1000 Hz (as predicted in expectation no. 

5), but this is actually not the case. The reason for the unexpected higher F2 found for codas is 

likely to lie in the fact that coda [w]  consistently occurs right after <ee> in our target items (e.g. 

ɍȣɎ ÓÎÅÅÕ× ÏÎÄÅÒ ɍȣɎ): thus, F2 transitions from the high vowel (with high F2) produce a higher 

average F2 than expected for low-F2 [w]. The same phenomenon does not occur for onsets, which 

overall display more variation in terms of preceding vowels. Note that controlling for the quality 

of neighbouring vowels in all conditions in future research will probably yield results which 

better conform to the predictions (e.g., here, lower average F2 for the coda condition). 

 Lastly, based on the results obtained for duration (i.e. the validation of the sequencing 

hypothesis), we expected average F2 for the cluster condition to be an average of the F2s for onset 

and coda (cf. expectation no. 9), as to further validate the hypothesis of cluster <w> being a 

sequence of coda <w> plus onset <w>. This, however, is not confirmed by the data: the average 

F2 for the coda condition is actually slightly higher than the one for cluster, but so slightly so that 

the difference between cluster and coda condition is not even significant. Of course, however, this 

is a consequence of the unexpectedly higher F2 values found for codas (see above).  

7.3 F2 rise 

We expected the onset and coda condition to present a negligible F2 rise (or fall) due to the 

assumed homogeneousness of the <w>, but this is not what we find in the data: note, in 

particular, the considerable F2 fall found for the coda condition. We also expected a more 

substantial F2 rise for the cluster condition, which indeed occurs.  

 Table 12 lists the average values for F2 rise, standard deviations, and confidence intervals 

for each of the three types. Note that the confidence interval for Vw#wV does not include zero, 

which means that the F2 movements are indeed significant for the cluster condition. 

 Figure 11 offers a depiction of the distribution of the three groups through their quartiles. 

Table 12: F2 rise as a function of type 

Type Average F2 rise 

(Hz) 

Standard 

deviation (Hz) 

Conf. int. (Hz)  

(2.5% ɀ 97.5%) 

p value 

V#wV 21.38 268.7 -60.78 ɀ 110.9 > 0.05 

Vw#V -218.4 228.0 -283.6 ɀ -157.0 < 0.05 

Vw#wV 193.7 490.9 36.71 ɀ 367.0 < 0.05 
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Figure 11: F2 rise as a function of type 

The omnibus p value obtained from the ANOVA testing the significance of the influence of type 

on F2 rise is ςȢψτẗρπ-6 ɉÐ Ѓ πȢπυɊȟ ×ÈÉÃÈ ÁÌÌÏ×Ó ÕÓ ÔÏ ÐÅÒÆÏÒÍ &ÉÓÈÅÒȭÓ ÐÏÓÔ ÈÏÃ ÐÁÉÒ-wise 

comparisons. 

7.3.1 Difference in F2 rise between onset and cluster type 

The fixed effects, confidence intervals, and p value related to the role of type on the difference 

in terms of F2 rise between onset and cluster are reported in Table 13.   

Table 13: Difference in F2 rise between onset and cluster type 

 Estimate 

(Hz) 

Std. error  

(Hz) 

t value Conf. int. (Hz) 

(2.5% ɀ 97.5%) 

p value 
(ANOVA) 

(Intercept)  28.11 53.11 0.53 -80.48 ɀ 137.4  

0.02 typeVw#wV 171.3 68.19 2.51 30 ɀ 314.8 

 

(ÅÒÅȟ Ȱɉ)ÎÔÅÒÃÅÐÔɊȱ refers to the onset type, which acts as a reference for the second type: thus, 

the F2-ÒÉÓÅ ÅÓÔÉÍÁÔÅ ÆÏÒ ÔÈÅ ÃÌÕÓÔÅÒ ÔÙÐÅ ÈÁÓ ÔÏ ÂÅ ÒÅÁÄ ÁÓ ȰÂÅÉÎÇ ρχρȢ3 Hz higher than the one 

ÆÏÒ ÔÈÅ ÏÎÓÅÔ ÔÙÐÅȱȢ 4ÈÅ p value is rather low (p = 0.02 < 0.05); therefore, we can regard the 

difference in F2 rise between onset and cluster as significant.  

 It seems, thus, that Dutch speakers display a difference in terms of F2 rise in the 

pronunciation of their intervocalic <w>s depending on whether these occur in onset position 

or as a cluster. 

7.3.2 Difference in F2 rise between onset and coda type 

The fixed effects, confidence intervals, and p value related to the role of type on the difference 

in terms of F2 rise between onset and coda are reported in Table 14. 
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Table 14: Difference in F2 rise between onset and coda type 

 Estimate 

(Hz) 

Std. error  

(Hz) 

t value Conf. int. (Hz) 

(2.5% ɀ 97.5%) 

p value 
(ANOVA) 

(Intercept)  22.76 33.50 0.679 -46.79 ɀ 92.59  

4.70ẗ10-5 typeVw#V -243.2 49.75 -4.887 -343.9 ɀ 141. 7 

 

Again, Ȱɉ)ÎÔÅÒÃÅÐÔɊȱ ÒÅÆÅÒÓ ÔÏ ÔÈÅ ÏÎÓÅÔ ÔÙÐÅȟ ×ÈÉÃÈ ÁÃÔÓ ÁÓ Á ÒÅÆÅÒÅÎÃÅȡ ÔÈÕÓȟ ÔÈÅ &ς variation 

ÅÓÔÉÍÁÔÅ ÆÏÒ ÔÈÅ ÃÏÄÁ ÔÙÐÅ ÈÁÓ ÔÏ ÂÅ ÒÅÁÄ ÁÓ ȰÂÅÉÎÇ 243.2 Hz lower than the one for the onset 

ÔÙÐÅȱȢ 4ÈÅ p value is very low (p = 4.70ẗ10-5 < 0.05); therefore, we can regard the difference in 

F2 rise between onset and coda as significant.  

 It seems, thus, that Dutch speakers display a difference in terms of F2 rise (or fall) in the 

pronunciation of their intervocalic <w>s depending on whether these occur in onset or coda 

position.    

7.3.3 Difference in F2 rise between cluster and coda type 

The fixed effects, confidence intervals, and p value related to the role of type on the difference 

in terms of F2 rise between cluster and coda are reported in Table 15.   

Table 15: Difference in F2 rise between cluster and coda type 

 Estimate 

(Hz) 

Std. error  

(Hz) 

t value Conf. int. (Hz) 

(2.5% ɀ 97.5%) 

p value 
(ANOVA) 

(Intercept)  197.2 57.76 3.41 79.50 ɀ 316.8  

9.47ẗ10-6 typeVw#V -391.1 70.36 -5.56 -535.7 ɀ -247.6 

 

Here, Ȱɉ)ÎÔÅÒÃÅÐÔɊȱ ÒÅÆÅÒÓ ÔÏ ÔÈÅ ÃÌÕÓÔÅÒ ÔÙÐÅȟ ×ÈÉÃÈ ÁÃÔÓ ÁÓ Á ÒÅÆÅÒÅÎÃÅȡ ÔÈÕÓȟ ÔÈÅ &ς variation 

ÅÓÔÉÍÁÔÅ ÆÏÒ ÔÈÅ ÃÏÄÁ ÔÙÐÅ ÈÁÓ ÔÏ ÂÅ ÒÅÁÄ ÁÓ ȰÂÅÉÎÇ σωρȢ1 Hz lower than the one for the onset 

ÔÙÐÅȱȢ 4ÈÅ p value is very low (p = 9.47ẗ10-6 < 0.05); therefore, we can regard the difference in 

F2 rise between cluster and coda as significant. 

 It seems, thus, that Dutch speakers display a difference in terms of F2 rise (or fall) in the 

pronunciation of their intervocalic <w>s depending on whether these occur in coda position or 

as a cluster. 

7.3.4 F2 rise: conclusion 

Our data show that the coda condition presents a more substantial F2 variation (more 

specifically, a more substantial F2 fall, rather than F2 rise) than predicted in expectation no. 10. 

Note, however, that we probably could (and should) have expected a quite considerable 

average F2 fall in coda position based on the consistent presence of <ee> as the vowel preceding 

[w] in all the target items (cf. also Section 7.2 on average F2). As has been pointed out 

previously, controlling for the quality of neighbouring vowels in all conditions in future 

research will most likely  yield results which better conform to the predictions (e.g., here, a 

positive F2 rise or, at least, a less considerable F2 fall for the coda condition). 

 Expectations no. 6 and 11 about the cluster condition, on the other hand, are fulfilled , with 

Vw#wV displaying, on average, a considerable F2 rise; note that this complies with the 

sequencing hypothesis. Moreover, the confidence interval for Vw#wV does not include zero, 
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which means that the F2 (rising) movements are indeed significant in the cluster condition: this 

also fulfills  the sequencing hypothesis, which regards cluster <w> as a sequence of coda <w> 

and onset <w>, and allows us to reject the other two hypotheses. 

7.4 Average intensity 

As far as average intensity is concerned, all our predictions are confirmed: intensity is, on 

average, higher in the coda condition than in the onset condition, and the cluster condition 

shows an intensity intermediate between those of the other two.  

 Table 16 lists the average intensities, standard deviations, and confidence intervals for 

each of the three types, whereas Figure 12 offers a depiction of the distribution of the three 

groups through their quartiles. 

Table 16: Intensity as a function of type 

Type Average 

intensity (dB) 

Standard 

deviation (dB) 

Conf. int. (dB) 

(2.5% ɀ 97.5%) 

V#wV 66.17 4.535 63.90 ɀ 68.08 

Vw#V 70.31 3.830 68.89 ɀ 72.33 

Vw#wV 68.21 3.968 66.48 ɀ 69.95 

 

Figure 12: Intensity as a function of type 

The omnibus p value obtained from the ANOVA testing the significance of the influence of type 

on average intensity ÉÓ χȢχφẗρπ-7 (p < πȢπυɊȟ ×ÈÉÃÈ ÁÌÌÏ×Ó ÕÓ ÔÏ ÐÅÒÆÏÒÍ &ÉÓÈÅÒȭÓ ÐÏÓÔ ÈÏÃ ÐÁÉÒ-

wise comparisons. 

7.4.1 Difference in average intensity between onset and cluster type 

The fixed effects, confidence intervals, and p value related to the role of type on the difference 

in intensity between onset and cluster are reported in Table 17. 








































