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1Introduction

No species on this planet other than mankind uses a system for commu-
nication as intricate as human language. How did we get from the chirps,
howls and calls of monkeys and apes to the complex and sophisticated
signal of human speech? What is the origin of this unique form of com-
munication? This is a question that has fascinated researchers since long
ago and the work presented in this thesis belongs to the scientiÞc Þeld in
which it is studied. The speciÞc area addressed here is cultural evolution
and the emergence of structure in sound systems used for speech. This
Þrst chapter sketches the context for this thesis and provides an over-
view of what can be expected to be found in the following chapters.

1.1 Evolution of language

Language is one of the most important features that separate us humans
from the rest of the animal kingdom. Yet, we do not have a clear picture
of how it arose and what it is exactly that gives humans the ability to
use it. Until relatively recently it was hard to approach questions on
language evolution without resorting to speculation because there is not
much tangible evidence to be found in this area (MŸller, 1861). Speech
is a rapidly fading signal and we do not have recordings of humanÕs
Þrst utterances. Written language is a relatively recent phenomenon,
so the history of writing systems will not help us to study the origins of
spoken language. Fossil records may reveal data about the evolution of
the human vocal tract and biological adaptations such as the descended
larynx and the loss of air sacs can be shown to aid the production of
speech (de Boer, 2012; Fitch, 2000), but there are other functions that
could have driven the evolution of these adaptations as well (de Boer,
2009; Fitch, 2000). We can therefore not be sure they evolved especially
for speech. So for a long time the data that could be used for developing
theories about the evolution of language was limited. The results of
early surmises received nicknames such as Ôthe bow-wow theoryÕ for
the idea that the Þrst words were imitations of sounds such as animal
vocalisations or other sounds from the environment and Ôthe pooh-pooh
theoryÕ for ideas assuming that the Þrst words were the sounds people
make when expressing emotions such as fear or joy (MŸller, 1861).
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1. Introduction

It was at Þrst assumed that there had to be a special innate language
module unique to humans (Chomsky, 1976; Piattelli-Palmarini, 1989;
Pinker and Bloom, 1990). How else could we explain why children
acquire their language so easily and reliably, while other species did not
seem to have these abilities? It was assumed that language Òbelongs
more to the study of human biology than human cultureÓ (Pinker and
Bloom, 1990). Whether such a specialised language module evolved as a
biological adaptation through natural selection (Pinker and Bloom, 1990)
or by accident (Piattelli-Palmarini, 1989) is a matter of debate between
proponents of this view, but they share the idea that humans are born
with a special language faculty and that language should be studied as if
it is a biological organ like any other in the human body (Chomsky, 1976).
Until now, researchers have not been able to identify such an organ or
module unique to humans that may account for our linguistic abilities.
Studies involving the human brain (Deacon, 2009; Fisher and Marcus,
2006) as well as investigations into molecular genetics (Fisher and
Marcus, 2006) suggest that language most likely arose in response to
the reorganisation of many different systems that humans share with
their ancestors and evidence for the existence of a single special module
is therefore lacking.

In 1976, a conference was organised by Stevan Harnad and others
(Harnad et al., 1976), in which researchers from many different
disciplines were brought together to discuss issues on Ôthe origins
and evolution of language and speechÕ. It was recognised that the
speculative nature of research into this topic could only be overcome by
taking a multi-disciplinary approach. This meeting involved sessions on a
variety of topics including perception and cognition in humans as well as
non-humans to explore the basis of language and intelligence; artiÞcial
intelligence to see to what extent machines can copy human (linguistic)
abilities; comparative biological research to learn from communicative
behaviour in animals; neuroscience to Þnd out how the brain is involved
and paleobiology to study what our ancestorÕs use of symbols and
tool making can reveal. This could have been the start of a fruitful
collaborative programme but it was not until 1996 before the Þeld
really took shape and the Þrst EvoLang conference, an international
and interdisciplinary conference on the evolution of language, was
organised in Edinburgh. This became a series of biannual meetings with
contributions from the different disciplines that were represented at the
1976 meeting, as well as the introduction of other modern and empirical
methods. Geneticists for instance now search for unique genes that may
explain human linguistic behaviour; computer modellers analyse and
simulate evolutionary scenarios and interactions between individuals;
linguists head into the Þeld and study newly emerging (sign) languages;
cognitive scientists and psychologists conduct experiments in which
human participants learn or invent artiÞcial languages and so on. In sum,
there is now a wealth of data available and the development of suitable
methods for studying language evolution is growing.
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1.1. Evolution of language

As modern data is accumulating, it becomes progressively clear that there
are viable alternatives to the theory that assumes an innate language
faculty. Computational simulations, laboratory experiments and other
methods have yielded results (discussed in more detail in chapter 2)
that are in line with the suggestion that language is shaped by the brain
(Christiansen and Chater, 2008) and that not only biological evolution but
also cultural evolution can explain the emergence of linguistic structure
(Deacon, 1997; Kirby and Hurford, 2002; Kirby et al., 2004). As Deacon
(1997) wrote in The Symbolic Species, ÒThe structure of a language is
under intense selection because in its reproduction from generation to
generation, it must pass through a narrow bottleneck: childrenÕs mindsÓ
(Deacon, 1997, p.110). An idea that has become increasingly popular is
that language is a system that culturally evolves in a way that can to
some extent be compared to the process of natural selection in biological
evolution. As Kirby and Hurford (2002), Kirby (2002), Zuidema (2003)
and others demonstrated, transmission of a language from generation to
generation can make the language more learnable and more structured.
Each time the language is passed on it is Þltered by the brains that
are learning it. It is impossible for a learner to be exposed to every
possible utterance in a language because languages are open-ended
systems, so all learners have to form their own hypotheses about the
structure of the system. Only those structures that can be inferred will
be reproduced and therefore there is selection on learnable structures.
The structures that are easily transmitted pass through the bottleneck
and remain part of the language. In addition, typological data on many
different languages revealed that languages around the world are much
more diverse than originally thought, which makes the assumption of
highly specialised biological adaptations even more implausible (Evans
and Levinson, 2009).

Traditionally, it was assumed that the nature of language could be
unravelled by studying individual language users (Pinker and Bloom,
1990) and by identifying the universal structures found in languages
around the world as an indication of what is encoded innately. The
newer ideas mentioned in the previous paragraph imply that language
should be viewed as a complex adaptive dynamical system (Beckner
et al., 2009; Brighton and Kirby, 2001; Kirby, 2002; Steels, 1997b).
From this point of view, it follows that it would be na•ve to study
language as a system independent of culture and context. Language is
the result of many systems that all inßuence each other in complex
ways. The characteristics of the linguistic utterances produced by the
individual is only a very small part of this system. Language is a complex
system because it emerges as a result of interactions between multiple
individuals. At the population (macro) level, language is more than a
sum of all the utterances produced at the individual (micro) level.

As mentioned before, languages are transmitted over generations
and are dynamic; they change over time and adapt to the selective
pressures created by constraints on learning, interaction and population
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1. Introduction

structure. The role of the Þrst has been explained in the previous
paragraph. The second, interaction between multiple individuals, can
cause the emergence of a conventionalised shared system when
individuals align their behaviour. This has been demonstrated with
the use of computer simulations (e.g. de Boer, 2000; Steels, 1997b;
Zuidema and de Boer, 2009) and can also be observed in real languages
when communities with no shared language start to share a living
environment and a new language results from the interactions between
members of the communities (Bakker, 1994). Third, population structure
and social factors have been found to be related to language structure
and complexity. Lupyan and Dale (2010) used statistical analysis
techniques on a large sample of languages and found that factors such
as population size and contact with other languages could predict
certain characteristics of the language structure. Languages spoken by
more people tend to be less complex. Wray and Grace (2007) similarly
proposed that the pattern of language use may be of inßuence on the
structure. In small, cohesive populations where everyone knows
each other and the language is rarely used to talk with strangers,
the content of what is talked about is expected to be predictable,
for instance because roughly the same knowledge is shared by all
members of the population. In contrast, in larger populations in which a
greater proportion of conversations is held with strangers, the content
cannot always be so easily predicted on the basis of a shared cultural
background and context. Wray and Grace (2007) therefore argue that
languages that are more often used for talking with strangers are more
likely to develop towards having predictable structures and being
transparent. Languages of isolated populations on the other hand are
expected to be more opaque. In summary, different sources of data all
indicate that inßuences of social and cultural factors should be taken into
account in the study of language evolution.

The research presented in this thesis builds on the interdisciplinary work
that views language as a complex adaptive dynamical system. Two of
the relatively novel methods that have been developed in the Þeld
of language evolution, experiments with human participants and
computer simulations, are central to this thesis. Computer simulations
provide an excellent tool for investigating evolutionary processes
and help shed light on the non-trivial relation between micro-level
behaviours of individuals and macro-level structures in linguistic
systems. The outcome of the complex interactions between these
levels are hard to predict and simulations may lead to surprising
new insights. However, assumptions and simpliÞcations need to be
made when creating computer models, which means that computer
agent speakers do not necessarily resemble real speakers in every
aspect, especially in terms of their cognitive power. Therefore, it is
important to incorporate real human participants in research about
language evolution as well. The method of experimental iterated
learning (Kirby et al., 2008) has proven to be very suitable for this and
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1.2. Sound organisation

forms the main inspiration for the experimental work presented in this
thesis. These experiments involve an exploratory investigation in
which the experimental iterated learning paradigm was extended and
developed further for the application to the study of the emergence of a
speciÞc property of language: the combinatorial organisation of sounds
for speech. This property has received relatively little attention as
compared to other aspects of language and has only very recently
started to be addressed more widely (de Boer et al., 2012). Computer
models and experiments together provide a good basis for testing
existing theories and generating new ones.

1.2 Sound organisation

This thesis focuses on one particular characteristic of human language:
the organisation of speech sounds. Speech sounds are part of a discrete
repertoire of primitives that are organised in combinatorial structures.
Where does this kind of structure come from? Compared to other
species, humans are generally able to produce a larger range of
different sounds and these sounds are organised and combined more
elaborately (Hurford, 2011). In addition, humans are able to speak about
an enormously rich set of meanings. Animal communication systems
show very little semantics and complex, acquired meanings are rare.
Some bird species use their song to convey Þtness in the competition for
mating and territory (Doupe and Kuhl, 1999), bottlenose dolphins refer
to individuals within a group and maintain group cohesion by producing
distinct signature whistles (Janik and Slater, 1998) and there are
monkeys that associate different alarm calls with the threats of different
predators (ZuberbŸhler, 2000), but none of these examples even
remotely resemble the rich compositional semantics human language
has (Hurford, 2011).

Unlike complex semantics, combinatorial structure is not something
that is strictly unique to human language. At the level of (phonological)
combinatorial structure, there are clear analogous structures in animal
song systems. As Hurford (2011) shows with a detailed analysis of such
systems: ÒApart from the obvious lack of compositional, and referential,
semantics, these songs are not qualitatively, but only quantitatively,
different in their basic combinatorial structure.Ó (Hurford, 2011, p. 24).
Examples are the structures found in the songs of birds, whales and
non-human primates. Certain species of birds that typically acquire their
song when growing up, such as the white-crowned sparrow or the zebra
Þnch, produce songs that can be analysed into hierarchical structures
in which basic building blocks (notes) are combined into syllables and
syllables are organised into larger motifs (Doupe and Kuhl, 1999). A
similar type of predictive and hierarchical pattern is found in the songs
of humpback whales (Payne and Mcvay, 1971). Payne and Mcvay (1971)
describe how the structure of the songs of these whales spans a much
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longer duration than those of birds, but also consists of basic sound ÔunitsÕ
that are combined into larger constructs called themes, phrases, songs
and song sessions. These whale songs have been analysed by Suzuki
et al. (2006) with a computerised unit classiÞer and measures based on
information theory to provide additional evidence for the presence of
hierarchical combinatorial structure. Within the primate lineage, gibbons
are known to produce complex songs as well (Clarke et al., 2006). They
use a set of basic vocal units to form complex phrases and songs and
individuals engage in ÔduetsÕ by taking turns in a systematic way. These
examples suggest that perhaps very general cognitive structures are
involved in processing and dealing with combinatorial structure of this
type, and that no language-speciÞc biological adaptations need to be
assumed for explaining the emergence of such structure.

The evolution of complex sound systems for speech is investigated here
within a framework that recognises the importance of cultural evolution.
In this thesis I study how sound systems emerge, develop and are pre-
served when being transmitted over generations. One of the main aims
is to investigate to what extent structures in sound systems for speech
can be explained as the result of general cognitive biases and the pro-
cess of cultural transmission. Several issues are addressed: the inßuence
of cultural transmission on the emergence of phonological structure; the
role of referentiality and semantics in such emergence and the way pop-
ulation structure affects the preservation of emerged systems.

1.3 Overview

The next chapter provides a background on a selection of areas in the
Þeld of language evolution that are relevant for the main subjects of
this thesis. It provides a brief general overview of different views on the
nature of human protolanguage, reviews current hypotheses and ideas
that have been proposed to explain the emergence of combinatorial
structure, summarises different experimental methods that have been
used in the Þeld and links these to ideas about efÞcient coding in the
brain. Chapter 3 subsequently describes a Þrst experiment in which the
cultural emergence of combinatorial structure is studied. Chapter 4 then
describes a more elaborate experimental study in which combinatorial
structure emerges through cultural transmission in artiÞcial whistled
languages. Chapter 5 describes experiments disguised as online games
that were conducted to further analyse the data from chapter 4. In
chapter 6 results from a follow-up experiment with artiÞcial whistled
languages is described in which semantics is added. Chapter 7 is about a
computational model that was used to study the preservation of emerged
vowel systems in populations of interacting computer individuals. The
thesis ends with a general overall discussion and conclusion.
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This chapter provides a compact review of select research areas in the
Þeld of language evolution relevant for the topic of this thesis. It sketches
a framework for understanding the motivation behind the work presented
and to help interpret the results. First, the debate on what a possible
primitive ancestor of modern human language sounded or looked like is
discussed. Whether or not there has been such a protolanguage and the
details of the route from that stage to modern language is still a matter of
debate. Then a section with background on the origins of combinatorial
structure in language follows. Combinatorial structure is the main focus of
this thesis and the studies presented in the following chapters investigate
its emergence. Section 2.3 reviews an important experimental method,
iterated learning with human participants, which plays a prominent role
in almost all chapters of this thesis and the section thereafter links the
Þndings from such experiments to ideas on efÞcient coding in the brain.
The last section describes how the work in this thesis compares with
earlier work that is related.

2.1 The protolanguage debate

Theories about a possible ancestral protolanguage have been the source
of a longstanding debate and still form an unresolved issue in the Þeld of
language evolution. The ideas that have been proposed about what
protolanguage looked or sounded like and how it developed into modern
language, can roughly be categorised in two scenarios. One view,
referred to as holistic protolanguage or the analytic route from proto- to
modern language proposes that initially holistic utterances were
segmented into smaller elements (Arbib, 2005; Wray, 1998). Examples
of modern theories of this type may differ extensively on the details
concerning the protolanguage modality. Arbib (2005) for instance
describes a scenario in which protosign , a system of holistic manual

This chapter contains parts that also appear in the following articles:
Verhoef, T., Kirby, S. & de Boer, B.G. (under review). Emergence of combinatorial structure

and economy through iterated learning. Journal of Phonetics
Verhoef, T. (2013) Cultural evolution, compression and the brain. The Past, Present and

Future of Language Evolution Research (to appear).
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utterances, Þrst emerged as a result of combined pantomimic behaviour
and conventionalised gestures. A system of vocal communication was
assumed to emerge at a later stage. Fitch (2010) describes a modern
version of DarwinÕs (and otherÕs) musical protolanguage theory which he
calls prosodic protolanguage. This scenario is more focused on the
vocal-auditory modality and describes how phonology emerged Þrst as a
system independent of meaning out of a system of protosong . Possibly
driven by mother-child bonding rituals and kin-selection, it is proposed
that holistic meanings came to be attached to prosodic utterances
and then these sounds became segmented through a process of
regularisation and cultural transmission (Fitch, 2010). The other view is
called the synthetic route from proto- to modern language. With this
route it is assumed that simple words were combined into more complex
structures (Bickerton, 1992; Tallerman, 2007). Bickerton (1992) for
instance proposed that protolanguage Þrst consisted only of lexical
items that were strung together in an arbitrary order: just words
without any syntactic structure. Syntax is assumed to have entered
language later, although researchers differ in their belief on whether this
happened gradually or abruptly (Schouwstra, 2012).

Many arguments have been proposed in favour of and against the
different ideas on the nature of protolanguage. In chapter 8 this is
addressed in more detail because it can be argued that the experimental
results described in this thesis provide new evidence in this debate.
However, the main research questions dealt with in this thesis do not
involve hypotheses about protolanguage directly, therefore I refer the
reader to SchouwstraÕs (2012) thesis for a more elaborate recent review
of the debate and to a special issue dedicated to protolanguage edited
by Arbib and Bickerton (2008). The next section reviews the area that
is the main subject of this thesis: the emergence of combinatorial
structure.

2.2 Emergence of combinatorial structure

One of the basic ways in which languages are organised is through their
combinatorial structure: a small set of meaningless building blocks
is combined into an unlimited set of words and at the same time,
meaningful elements are combined into utterances and larger constructs
(Hockett, 1960). This type of multi-level regularity is what Hockett (1960)
called duality of patterning and he identiÞed it as one of the basic design
features of human language. The same phenomenon has also been
termed double articulation by Martinet (1984) but as Ladd (2012)
pointed out, there are subtle differences between the two deÞnitions.
Both however are consistent with the view that this phenomenon
may reßect the Òapplication of complex combinatoric principles at
different levels in a hierarchical structureÓ (Ladd, 2012, p.271). In this
thesis the focus is on one of the two proposed levels of organisation:
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2.2. Emergence of combinatorial structure

combinatorial structure at the sub-lexical level in speech. This refers to
the combination of meaningless sounds into words. Hockett (1960)
proposed a possible way in which such combinatorial structure of speech
could have emerged. According to him, a growing vocabulary increased
the need for combinatorial structure and drove its emergence. The signal
space limits the number of holistic signals that can be distinguished.
When the number of meaningful elements that need to be expressed
increases, signals get closer to their neighbours in that space and
discriminability decreases. This problem can be solved by combining a
smaller number of elements into a larger repertoire of signals. HockettÕs
account therefore suggests that structure emerged out of pressures for
expressivity and discriminability. Similar ideas have been proposed by
drawing a parallel between duality of patterning in language and
the structure that is found in chemical systems and genetics. It is
argued that the emergence of structure in these domains as well as in
language is attributable to more general properties of material nature
that are necessary to maintain Ôself-diversiÞcationÕ (Abler, 1989;
Studdert-Kennedy and Goldstein, 2003).

The idea that optimisation for distinctiveness played a role in the
emergence of combinatorial structure has been studied with the use of
computer models. Liljencrants and Lindblom (1972) deÞned a measure
to determine the overall discriminability of vowel systems (described in
more detail in chapter 4 and also used in chapter 7). Their algorithm
searched the space of possible vowel systems while optimising for
discriminability and articulatory ease. These optimisations resulted in
realistic (small) vowel systems, suggesting that these pressures may
play a role in the emergence of a discrete set of vowel categories.
This model can, however, not explain what drives this optimisation.
To address this issue, agent-based simulations have been used to
demonstrate that optimally dispersed discrete signal systems can
emerge without explicit optimisation. The optimisation in these models is
the result of self-organisation under pressures of good communication
and learnability (de Boer, 2000; Oudeyer, 2006). de Boer (2000)
modelled a population of interacting individuals. These agents (virtual
robots) play imitation games and dynamically update their vowel
repertoire in response to the success or failure of these interactions.
With this model it was shown that optimisation for signal distinctiveness
can be the result of self-organising principles arising from the interaction
dynamics and realistic vowel systems emerged. This model is discussed
in more detail in chapter 7 in which a study is described that uses a
re-implementation of this simulation. Oudeyer (2006) also studied the
emergence of vowel systems but his model did not involve a pre-deÞned
interaction protocol. The agents did not engage in language games and
there were no predeÞned rules for turn-taking in the speaking and
listening behaviour. The brains of the agents in this model developed by
dynamically adapting vectors of neurons of perceptual and articulatory
networks in response to perceived sounds in the environment. As in
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de BoerÕs model, realistic vowel systems emerged. This work was also
extended to learn sequences of vowel targets to explain syllable
structures (Oudeyer, 2006), but by pre-deÞning signals as sequences of
sound primitives this work could not explain how or why combinatorial
structure would emerge. Building on these earlier results, de Boer and
Zuidema (2010) showed that combinatorial structure can also result
from self-organisation in a population in which agents interact through
imitation games with a pressure to keep signals distinct. Both holistic
and combined signals were represented as continuous trajectories in this
model and it could therefore be studied what was needed to cause the
trajectories to Ôstretch outÕ in the acoustic space, spanning more
than one target in the space, which could be analysed as having
combinatorial structure. In their model, systems with such combinatorial
structure indeed emerged. In addition, Nowak et al. (1999) showed that,
in the case that there is noise, there is a logical error limit to the number
of signals that can be discriminated without loss of communicative
success, which can be overcome by combinatorial structure. These
results appear to conform to HockettÕs (1960) proposal in which he
explains the emergence of combinatorial structure on the basis of
pressures from signal distinctiveness and vocabulary expansion.

However, it has been suggested that an explanation focusing on
optimisation for distinctiveness alone may not be enough. Liljencrants
and Lindblom (1972) already observed that, while smaller vowel system
can be predicted quite accurately with their optimisation model, larger
vowel systems are less well explained on the basis of dispersion. Looking
at consonant inventories, Ohala (1980) suggested that the organisation
in speech sounds instead seems to follow a principle of ÒMaximal use of
available distinctive featuresÓ. This was based on the observation
that features used in the inventories are efÞciently recombined and
maximally reused, which does not always result in more dispersion. If
consonant inventories were optimised for distinctiveness, we would
assume that the members of one set would use as many different places
and manners of articulation as possible. This is however not what is
observed in real languages. If for instance a certain place of articulation
is used to contrast one pair of phonemes in a system, it tends to
be present for other pairs of phonemes with different manners of
articulation as well. Berrah and Laboissi•re (1997) have shown, using a
computer model that is similar to the imitation game model described in
the previous paragraph (de Boer, 2000), that applying this idea to vowel
systems leads to improved prediction of larger systems. Clements
(2003), when referring to the theory of feature economy, expressed
similar ideas about the importance of re-using features: Òlanguages
tend to maximize the combinatory possibilities of features across
the inventory of speech sounds: features used once in a system
tend to be used againÓ (Clements, 2003, p. 287). Both OhalaÕs and
ClementsÕ principles focus on the efÞcient reuse of distinct features to
make up a system of sounds. A related proposal was made involving
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speech gestures by Maddieson (1995), who described structure in
speech in terms of articulatory gestures and efÞcient reuse of places of
articulation.

These theories based on principles of economy may differ in the assump-
tions about whether the basic elements for reuse are abstract features or
physical gestures, but what they have in common is that they all propose
a rather different approach compared to the dispersal models mentioned
before. A general tendency towards efÞcient representation of informa-
tion appears to be assumed. This implies a more direct involvement of
language learning and cognitive biases in explaining combinatorial struc-
ture. Perhaps an explanation based only on the need for distinctiveness
under pressure of semantic complexiÞcation is therefore incomplete.

A possible source of evidence that can shed light on the question whether
combinatorial structure was the result of pressures for discriminability
when vocabularies expanded, is the study of a newly emerging sign
language. Established sign languages have phonological structure that
uses discreteness and recombination just as spoken languages do (Corina
and Sandler, 1993). Al-Sayyid Bedouin Sign Language (ABSL) is a sign
language that is only a few generations old and in which the emergence
of phonological structure is currently being observed (Israel and Sandler,
2011; Sandler et al., 2011). Even though it is a fully functional and
expressive sign language with a large vocabulary and a rich, open-ended
meaning space, it appears that its combinatorial structure is less discrete
than those of established sign languages (Sandler et al., 2011). This
example shows that a growing vocabulary can be maintained without
combinatorial structure.

A different source of evidence that weakens the assumption of
dependence between combinatorial structure and complex semantics is
the study of song systems of for instance birds and whales (Doupe
and Kuhl, 1999; Payne and Mcvay, 1971). Here we Þnd systems of
predictable patterns similar to combinatorial structure in human
language, with absence of complex semantics. This shows that
combinatorial structure can exist without apparent pressure from a large
repertoire of signals. Combined with the case of ABSL, the connection
between combinatorial structure and growing repertoires of meanings is
weakened in both directions: large repertoires of meanings exist without
combinatorial structure and combinatorial structure exists without large
repertoires of meanings.

In addition, the existence of pseudo words in human language suggests
independence (Fitch, 2010). There are many more possible words that
are well formed in a language than are actually used in the vocabulary,
which is puzzling if one assumes that vocabulary drove the expansion of
possible words.

In summary, many sources can be used to answer questions about
the emergence of combinatorial structure, but the results so far are
inconclusive. This thesis presents a collection of studies in which the
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emergence of combinatorial structure is investigated experimentally.
Chapter 3, chapter 4 and chapter 6 all describe studies in which the
experimental iterated learning method is used. The next section provides
a review of previous work in which experimental methods were used to
study language evolution.

2.3 Language evolution experiments

In the Þeld of language evolution, the acquisition of tangible evidence to
support the many diverse theories is a difÞcult endeavour. As illustrated in
chapter 1 important breakthroughs were made when new methods were
discovered and interdisciplinary collaborations were made. The adoption
of techniques from the Þeld of ArtiÞcial Life for instance, such as computer
simulations with interacting agents and robotic societies, provided an
entirely novel way to test hypotheses and obtain new perspectives. One
of the important new insights gained with this method is the fact that
language should be viewed as a complex adaptive dynamical system
(Brighton and Kirby, 2001; Kirby, 2002; Steels, 1997b), also explained in
chapter 1.

Computer simulations have been used to show the importance of social
and cultural processes in language evolution dynamics. When studying
language as a dynamic cultural system in populations of language users,
causes and effects quickly become hard to determine. Computer
simulations help to investigate effects of certain variables in a controlled
way. It was shown that self-organising principles could explain the
emergence of certain linguistic structures without the need to assume
that humans are born with language-speciÞc innate cognitive biases.
Models that simulated the interactions between artiÞcial agents in
populations demonstrated for instance how gradual conventionalisation
and alignment could result in shared artiÞcial languages (e.g. de Boer,
2000; de Boer and Zuidema, 2010; Steels, 1997b). Simulations of the
cultural transmission of language from generation to generation as
modelled within the iterated learning framework (Kirby, 2002; Kirby
and Hurford, 2002) showed how languages become learnable and
structured by being passed through a transmission bottleneck . Agents in
these models learn their language by observing the productions of
other individuals who also learned it in that way. As explained in
chapter 1, a bottleneck is introduced because na•ve individuals with no
previous experience have to acquire the language but they are never
exposed to every possible utterance in that language. Therefore these
individuals have to generalise and make hypotheses about the structure
of the language and they will produce utterances that are in line with
those hypotheses. When this happens repeatedly, the language as a
population-level system will adapt to the learning biases and constraints
of the agents and become easier to learn (Brighton and Kirby, 2001;
Kirby, 2002; Kirby and Hurford, 2002). Language therefore seems to be

12



2.3. Language evolution experiments

shaped by its own transmission and the brains of its users (Christiansen
and Chater, 2008; Deacon, 1997; GrifÞths and Kalish, 2007; Kirby and
Hurford, 2002).

Computer models generally abstract away from the full complexity of
human communication. Because of this there is some resistance in
the acceptance of Þndings from computer simulations on language
evolution, which is illustrated clearly with the quote mentioned by Kirby
et al. (2008) from Bickerton: ÒPowerful and potentially interesting
although this approach is, its failure to incorporate more realistic
conditions (perhaps because these would be more difÞcult to simulate)
sharply reduces any contribution it might make toward unraveling
language evolution. So far, it is a classic case of looking for your car-keys
where the street-lamps are.Ó (Bickerton, 2007, p. 522).

One step towards more realism was taken when computer agents in
simulations were given a body. These computer agents were embodied in
the shape of robots and could therefore operate in the real world (Steels,
1997b). The Talking Heads experiment (Steels, 1997c) is one speciÞc
example of such a study, which had a set-up with two robotic heads,
each with a camera and both observing a scene. Computer agents could
ÔloadÕ themselves into the physical head and interact with the agent in
the other head about the scene, where one of the two had to guess the
topic the other was interacting about and shared lexicons emerged. This
resulted in the study of a more realistic meaning space and provided
insights into category formation and co-evolution between language and
meaning. The brains of these agents however were still abstract and
simpliÞed.

Meanwhile, in the Þeld of linguistics researchers were carrying out
ArtiÞcial Language Learning (ALL) experiments in which human
participants had to learn invented artiÞcial languages. An example
of this is an inßuential study by Saffran et al. (1996), intended to
investigate how 8-month old infants segment words from ßuent speech.
They hypothesised that there was a potential source of statistical
information infants could use, namely that the transitional probabilities
of sound changes in the speech stream are higher within words than
between words. The researchers wondered whether the infants could
use this information. They exposed them to continuous streams of
artiÞcial speech in which the only cue to word boundaries was the
statistical information. In a later test phase the infants were able to
distinguish words from non-words, which indicated they indeed use
statistical information.

It was recognised that ALL could potentially be a fruitful method to
explore in the Þeld of language evolution (Christiansen, 2000) and this
technique (also known under the heading of the ArtiÞcial Grammar
Learning paradigm) became widely used, as reviewed by Fitch and
Friederici (2012), not only with humans as test subjects but also
with animals. Eventually a seminal study was done by Galantucci
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(2005) in which there was no initial invented language, but artiÞcial
communication systems emerged from scratch in the laboratory. In this
experiment, two participants had to play a multiplayer video game in
which they could only communicate with the use of a special graphical
device. This device prevented the use of symbols or pictures because
there was no direct mapping between the drawing action and what
appeared on the screen. The success of solving the game depended on
cooperation between the participants and towards the end of the
experiment communication systems emerged quickly. At the end of the
study the pairs had to play the game for 5 minutes without being able to
use the communication device and they performed signiÞcantly worse
in this case. Interestingly, the sign systems that emerged all were
approximately equally effective as communication systems, but there
was a wide variation in terms of the encoded messages and how these
messages were coded.

Following this study of language emergence in the laboratory, a variety
of other experimental designs were studied, as reviewed by Scott-Phillips
and Kirby (2010). Other paradigms for strategy game experiments for
instance were created, such as the embodied communication game, in
which there is no pre-deÞned communication channel, but the actions
players take to solve the game become communicative (Scott-Phillips
et al., 2009). Another paradigm makes use of pictionary-style tasks (e.g.
Garrod et al., 2007; 2010; Theisen et al., 2010) in which one person has
to guess the topic the other is trying to communicate by drawing. A third
paradigm studies iterated learning with human participants (e.g. Kirby
et al., 2008) by simulating in the laboratory how behaviours such as
language are culturally transmitted. In this thesis the focus is on this
method, therefore it is explained in more detail below.

As mentioned above, iterated learning has been studied with computer
models through agent-based simulations with a variety of learning mech-
anisms such as grammar induction (Kirby, 2000; Kirby, 2001), neural net-
works (Hare and Elman, 1995; Smith, 2002), minimum description length
learning (Brighton and Kirby, 2001) and Bayesian inference (GrifÞths and
Kalish, 2007; Kirby et al., 2007). Kirby et al. (2008) introduced a method
that allowed them to replicate the Þndings of these computer models in
the laboratory by conducting experiments with human participants.

In iterated learning experiments participants have to learn and
reproduce a set of signals. The set of signals is based on the output of a
previous participant in the same experiment and the participantsÕ own
output is used as input for the next participant. In this way chains
of transmission are created. The development of the set of signals
that is being transmitted can be closely investigated and it reveals
how individual (cognitive) biases and learning behaviour gradually
inßuence this system (Christiansen and Chater, 2008; Deacon, 1997;
GrifÞths and Kalish, 2007; Kirby and Hurford, 2002). Kirby et al. (2008)
demonstrated the emergence of compositional syntactic structure using
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this experimental method. The utterances in these experiments were
typed strings of characters referring to objects that differed in shape,
colour and movement. Over experimental ÔgenerationsÕ of learning
and reproduction, the compositional structure in these languages
cumulatively increased and the languages became easier to learn. This
happened without conscious invention of structures by individual
participants and without an inßuence of communication. At the end
almost all words of one of the languages were composed of three
ÔmorphemesÕ, where each morpheme consistently coded one of the
three dimensions in the meaning space. This regularity made it possible
for participants to predict the words for objects they had never been
exposed to during training.

Not only the emergence of compositional syntax has been studied with
this method, but several other features of linguistic systems have been
investigated as well. Reali and GrifÞths (2009) studied the development
of an artiÞcial language consisting of spoken sequences of syllables
as words for objects, where each object was associated with one of
two different words with a certain probability. ParticipantsÕ knowledge
of the learned language was tested by asking them to select one of
the two words as the right one with a forced choice task. Based on
the responses of one participant, the probabilities of the word-object
pairings for the input-language for the next person were determined.
After some iterations of this procedure it became clear that synonymy
in the languages disappeared. The unpredictable variation in the word-
object relations became regularised.

A similar loss of unpredictable variation was found by Smith and
Wonnacott (2010) in artiÞcial languages with morphological variability.
Here, participants learned and reproduced sentences describing a scene
involving either one cartoon animal or a pair of the same cartoon
animals. Plurality was indicated with two different markers that were
both used in combination with each of the nouns referring to the cartoon
animals, but with different frequencies. This made the use of plural
marking unpredictable and irregular. In the language that was passed on
to the next participant, the produced sentences from the previous
person were used. After repeated iterations of learning and production,
the variability in plural marking did not disappear in all languages, but it
did become more regular. The nouns ended up being used exclusively
with one of the two markers, which made the system more predictable.

Combinatorial structure in visual signals was studied by del Giudice et al.
(2012; 2010) in an iterated learning experiment in which participants
had to learn and reproduce a set of graphical signals. These signals were
produced with the use of a graphical device that was built following the
design by Galantucci (2005) which was mentioned above. An initial set
of random squiggles developed into a set with reuse of basic elements
over generations. Combinatorial structure therefore increased as a result
of repeated transmission.
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In addition, the method has been applied to study the emergence of
colour terms (Dowman et al., 2008) as well as non-linguistic category or
function learning tasks (GrifÞths et al., 2008a; GrifÞths et al., 2008c).

The results of this body of experimental work conÞrm the idea that
structure in language-like systems evolves culturally and comes to
reßect human cognitive biases and constraints on learning, memory
and production (Christiansen and Chater, 2008; Deacon, 1997;
GrifÞths and Kalish, 2007; Kirby and Hurford, 2002). After systems
have been transmitted over a number of experimental generations,
human over-generalisation causes them to become regularised. In
the experimental results a tendency towards the emergence of
compressible, predictable systems appears to be a recurring theme.
Another example that clearly demonstrates this is an experiment where
the iterated learning paradigm was used to study human inductive
biases for learning different types of category structures (GrifÞths et al.,
2008b). GrifÞths et al. (2008b) used a set of category structures for
which it had previously been shown that the difÞculty of learning
these structures could be predicted by the incompressibility of the
member concepts (Feldman, 2000). The concepts in these studies were
ÔamoebasÕ that contained a nucleus which differed according to three
binary features: shape, size and colour. In the iterated learning study
(GrifÞths et al., 2008b), participants were presented with examples from
categories of amoeba and were asked to select a hypothesis (choosing
from a number of different completions of the set) that they thought best
described the underlying category structure. New input data was
generated following the distribution of the chosen types of category
structures in a participantsÕ responses. The results showed that those
category structures that Feldman (2000) found to be more easily learned
and for which the member concepts are more compressible, were
increasingly chosen across generations of iterated learning. This
reßects a bias towards these more compressible structures and shows
that human learning and generalising from a few examples result in
categories of amoebas that can be more efÞciently coded.

2.4 Compression and the brain

The experiments discussed in the previous section indicate not only that
linguistic structure may be the result of an evolutionary process in which
languages gradually adapt to be learnable by their users (Kirby et al.,
2008), but the results also seem to reßect a general tendency of the brain
to compress information and make predictions. Some of the computer
models about iterated learning have incorporated this idea, using models
that implement inductive learning strategies such as minimal description
length learning (Brighton, 2005; Brighton and Kirby, 2001; Teal and
Taylor, 2000) or Bayesian prediction (GrifÞths and Kalish, 2007; Reali
and GrifÞths, 2009; Smith, 2009). These models successfully simulate
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behaviour of participants, but to gain a deeper understanding of what
it is exactly about the human brain that leads to the observed iterated
learning results and to learn more about the nature of relevant cognitive
biases and where these biases may come from, it may be informative to
look at some relevant results from the Þeld of neuroscience.

The idea that brains encode information efÞciently is not at all new.
Barlow (1961) proposed that efÞciency plays a role in the coding of
sensory information and at present many brain theories and learning
models exist that are based on this assumption (see for instance
Chater and Vit‡nyi (2003); Friston (2010); Olshausen and Field (2004);
Schmidhuber (2009)). In the domain of cognitive processing, Chater and
Vit‡nyi (2003) present a review of studies that link cognitive tasks with
efÞcient coding and discuss empirical evidence in line with their
Ôsimplicity principleÕ. These studies encompass all kinds of cognitive and
perceptive tasks, including linguistic processing. This principle has been
applied to model language acquisition (Onnis et al., 2002) and ease of
language acquisition has been linked to information theoretic principles
before by Clark (1994). For decades neuroscientists have studied the
hypothesis that compression and simplicity are important principles in
neural processing with advanced computational techniques and precise
measurements of neural responses of for instance cats, rats, monkeys
and rabbits (as reviewed by Olshausen and Field (2004)). The studies
that seem particularly interesting to the work described in this thesis are
those in which it is demonstrated that brain processes are adapted to
encode natural stimuli most efÞciently.

A large body of work on this has been dedicated to the visual domain
and more recently similar results have been found for auditory signals.
Simoncelli and Olshausen (2001) review work in which the efÞcient
coding principle is tested in visual systems. They give an overview of the
regularities and statistical structure that can be found in natural images
(such as mountains, rocks, trees) and present many examples of
quantitative evidence in which these regularities are linked with
structured neural responses. The main approach in this Þeld is to
create a model, and to adjust the parameters in such a way that the
model optimally encodes the input data, for instance a set of images.
Optimality is usually some measure on how well the input data can be
reconstructed from the coded data. The resulting representations are
then compared with real neural data. Olshausen and Field (1996,1997)
for instance deÞne a model in which images are encoded using linear
combinations of basis functions. The set of functions is updated in the
direction of an optimally efÞcient code. Properties of the basis functions
that emerge as the Þnal solution resemble those of single cell receptive
Þelds in the early visual (V1) system (Olshausen and Field, 1996,1997),
suggesting that these receptive Þelds encode natural stimuli efÞciently.

In the auditory domain similar methods have been used (Lewicki, 2002;
Smith and Lewicki, 2006). Smith and Lewicki (2006) used a model that
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encoded sounds as a set of basis functions. These functions could have
different shapes, lengths and onset times and they were optimised so
that they encoded natural sounds (such as animal vocalisations, rain,
cracking twigs) most efÞciently. In parallel, response functions were
computed for auditory nerve Þbre measurements of a cat listening to
the same set of sounds. The set of basis functions that emerged in
the computational model was compared to the set from the actual
brain measurements and these were found to be remarkably similar.
This suggests that the cat brain encodes the structure present in
natural sounds in an efÞcient way. Interestingly, Smith and Lewicki
(2006) performed the same procedure with their model to Þnd a set of
functions optimised for the sounds of human speech. What they found
was very similar to the results with natural sounds, namely that the
basis functions that efÞciently encode speech also closely resemble
auditory response functions of a cat. This suggests that the sounds used
for speech are likely adapted to the efÞcient auditory coding of the
mammalian brain. Comparable results have recently been found with
another efÞcient coding model for speech and comparisons with
neural structures higher up the auditory pathway, as measured in cats
and gerbils (Carlson et al., 2012). Since it is implausible that cat
auditory processing has evolved to efÞciently encode human speech, we
may well assume that the sounds used in language are adapted to
the (mammalian) auditory cortex. This therefore provides another
convincing source of evidence supporting the view that linguistic
organisation may have emerged in adaptation to the brain (Christiansen
and Chater, 2008) and is not a reßection of innate biological adaptations.
Although neuroscientiÞc data does not play a role in the current thesis
directly, it will be addressed again in chapter 8.

2.5 The present work

So far, there have not been many studies on experimental iterated
learning of continuous signals and to the best of my knowledge this
thesis provides the Þrst investigation of the emergence of combinatorial
structure in continuous systems of sounds. The previous work on
experimental iterated learning has mostly focused on either aspects
of language that can be represented in a discrete, symbolic way
such as for instance morphology and compositional syntax (Kirby
et al., 2008; Smith and Wonnacott, 2010) or on the emergence of
graphical symbols. del Giudice et al. (2012; 2010), as mentioned before,
used the device that was created by Galantucci (2005) in an iterated
learning experiment about combinatorial structure in graphical signals.
Galantucci et al. (2010) and Roberts and Galantucci (2012) also used
GalantucciÕs (2005) device to study combinatorial structure in the
laboratory but in communicative game settings, with no vertical
transmission. Galantucci et al. (2010) showed that rapidity of fading
inßuences the emergence of combinatorial structure. When signals fade
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faster, more reuse of basic graphical elements was observed. In the
study conducted by Roberts and Galantucci (2012), participants play
naming games and communicate about animal silhouettes using the
graphical device. They studied the inßuence of both conventionalisation
and set size (vocabulary size) and found that the Þrst could indeed cause
combinatorial structure to emerge while the link to set size was less
clear. Garrod et al. (2010) studied iterated learning chains in which
participants did the pictionary task, but the focus was neither on
combinatorial structure nor on sounds. Theisen et al. (2010) used
the pictionary task in an experiment in which pairs of participants
communicated about concepts from a structured meaning space. The
graphical signals increasingly exhibited systematic reuse of arbitrary
elements. Some previous studies have used sounds, but not in the same
way as it is used in the studies presented here. Fay and Lim (2010)
for instance asked participants to communicate using non-speech
vocalisations, but no transmission chains were created and the signals
themselves were not analysed, only the communicative success. Reali
and GrifÞths (2009) used non-existing spoken words, but there the aim
was not to study the emergence of combinatorial structure and the
participants did not produce the signals.

Most of the chapters in this thesis describe experiments in which
experimental iterated learning was used to investigate the emergence of
combinatorial structure in artiÞcial languages that consist of continuous
signals in the auditory modality. The experiment conducted by Kirby et al.
(2008) formed the main example for this work. The reason for the use of
experimental iterated learning as opposed to communicative or game
strategic experimental paradigms is the fact that principles of economy
(as described in section 2.2) had been proposed to play a role in the
formation of combinatorial structure. As mentioned above, iterated
learning seems to have a relation with efÞciently coded, predictable
systems. It could therefore be a strong method for demonstrating
how combinatorial structure may emerge and potentially provide an
explanation for the observed patterns in phonology. In order to make
the method applicable to the study of combinatorial structure and
continuous signals, the paradigm had to be adjusted in several ways. As
will become clear especially in chapters 3, 4 and 6 this included an
exploration of issues such as the nature of the signals, the production
apparatus for creating these signals, the design of measures for
quantifying combinatorial structure and the use of meanings, among
others.
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Speech sounds are organised: they are both categorical and combinato-
rial and there are constraints on how elements can be recombined. How
did speech become organised in this way? As we have seen in chapter 2,
different theories exist about the origins of combinatorial structure in
language. Did it emerge because structural recombination of elements is
needed to maintain clear communication with a growing meaning space,
as Hockett (1960) suggested? Was the main pressure that drove
the emergence signal dispersion? In chapter 2 several sources of
evidence were highlighted that have been used to gain insight into these
questions, from computer models via newly emerging sign languages to
animal communication systems and more. There is a growing wealth of
data, but together these Þndings still do not lead to a consistent answer.
As reviewed in chapter 2, experimental methods have recently gained
popularity in the Þeld of language evolution. This chapter describes an
experiment that was conducted using this method as a Þrst attempt
to simulate the emergence of combinatorial structure with human
participants in the laboratory.

This chapter contains parts from the article:
Verhoef, T., de Boer, B.G., del Giudice, A., Padden, C. & Kirby, S. (2011). Cultural evolution
of combinatorial structure in ongoing artiÞcial speech learning experiments. CRL Technical
Report , 23(1), 3-11.
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3.1 Experimental iterated learning with
continuous signals

The study by Kirby et al. (2008) was the most important example for
the experiment described below. Kirby et al. (2008) exposed participants
to an artiÞcial language in which strings of characters, typed in using a
keyboard, were words for objects that differed in colour, shape and style
of movement. During training participants in their study only got to see
about half of the objects, so there was a strong learning bottleneck. After
a learning phase, participants were asked to (re)produce the strings for
the objects, even those they had not been exposed to in training. The
words that one participant reproduced were used to train the next person.
After repeated transmissions, compositional structure emerged in the
artiÞcial languages (Kirby et al., 2008).

The strings that formed the signals in the experiments of Kirby et al.
(2008) are composed of letters, so they are based on an already
discretised set of primitives. However, in language there are (at least)
two layers of combination (which Hockett (1960) called duality of
patterning as discussed in chapter 2). Meaningless sounds (in the case
of speech) are combined into meaningful words and phrases, but
meaningful words and phrases are also combined to compose other
meaningful expressions. The second layer represents compositional
structure and this is what emerged in the experiment of Kirby et al.
(2008). To be able to investigate the emergence of the type of
organisation that is typical of the Þrst layer, we need to use an artiÞcial
language with continuous signals. The experiment described in this
chapter is designed as a Þrst attempt to do this. The experiment is
otherwise kept as similar as possible to the original study by Kirby et al.
(2008), but with a simpler version of the meaning space and continuous
signals.

3.2 Scribble to sound

Many experimental paradigms that have emerged in the Þeld of
language evolution are in one way or another based on or related
to designs that were used in computer models studying the same
phenomenon, as reviewed by Scott-Phillips and Kirby (2010). Studies
involving iterated learning in the laboratory (Kirby et al., 2008; Smith
and Wonnacott, 2010), for instance, followed Þndings that had
been obtained with agent-based computer simulations (Kirby and
Hurford, 2002). Experiments that investigate social coordination and
the emergence of communication systems (e.g. Galantucci (2005);
Scott-Phillips et al. (2009)) have commonalities with computer agent and
robot experiments that involve language games (Steels, 1997b) or
coordination tasks (Quinn, 2001). Phonological combinatorial structure
has also been studied with the use of computer models. It has for
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instance been investigated how discrete categories can emerge in
acoustic communication systems.

As reviewed in chapter 2, a discrete set of vowel categories can emerge
through self-organisation (de Boer, 2000; Oudeyer, 2006). In addition,
de Boer and Zuidema (2010) have shown that self-organisation in a
population of interacting agents can lead to combinatorial structure. In
their model, the signals that are used for communication are continuous
trajectories in a two-dimensional acoustic space. Both holistic and
combinatorial signals are produced as signals that change over time and
are therefore constructed in the same way. This system formed the
inspiration for the type of artiÞcial languages used in the experiment
described below.

For the artiÞcial languages in the current experiment, sounds produced
with the voice had to be avoided because this study aims to investigate
the emergence of discrete and combinatorial organisation, but humans
already have such structure in their speech. An artiÞcial articulatory
apparatus was therefore designed and implemented. With this device,
participants scribbled trajectories like the ones in de Boer and Zuidema
(2010), in a two-dimensional square on a computer screen with the
mouse. The software transformed these scribbles into sounds. The
experiment described in this chapter therefore roughly combines the
experimental set-up of Kirby et al. (2008) with the artiÞcial linguistic
signals design of de Boer and Zuidema (2010).

3.3 Methods

The experiment described in this chapter is a Þrst attempt at investigating
the emergence of combinatorial structure in sound systems through
experimental iterated learning. Participants had to learn an artiÞcial
system of sounds and the result of their learning was used as input for
the next participant. Four parallel transmission chains were performed,
with several successive learners in each chain.

3.3.1 Participants

In total, 38 people participated in this study. Test subjects were
recruited from the student population of the University of Amsterdam.
25 participants were female, 13 male and the mean age was 26.7.
The participants were Þrst asked to do a very short hearing test. All
subjects had normal hearing. Participants were paid 10 euros in cash to
compensate for their time.

3.3.2 Stimuli

The signals that were transmitted were produced by drawing continuous
trajectories on a computer screen. The trajectories were composed of a
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single, continuous curve in a two-dimensional space. These trajectories
were transformed into sounds. Participants needed to learn to recognise
and reproduce these sounds by drawing the right trajectories. In addition,
these sounds (creating the signal space) were used as labels for different
pictures (creating the meaning space) and the participants had to learn
these sound-picture relationships.

Signal space Participants created sounds by scribbling trajectories.
A trajectory is produced by placing the mouse pointer in the scribble
area, pressing the mouse button, drawing (scribbling) the trajectory, and
releasing the mouse button to indicate the trajectory is Þnished. The
transformation of scribbles into sounds uses a mapping that resembles a
vowel chart representation. Different locations in the scribble area sound
like different vowel sounds. Vertical movements in the scribble space
manipulate the Þrst formant (increasing from 250 Hz to 1050 Hz when
moving down) and horizontal movements manipulate the second formant
(decreasing from 2900 Hz to 1100 Hz when moving from left to right).
This creates a two-dimensional continuous space with differing vowel
qualities. The participants were not told beforehand that they were going
to create vowel trajectories, they had to discover this themselves.
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Figure 3.1: Representation of the scribble to sound mapping. The trajectory
that is shown in the Þgure would approximately sound like ÒiiiiiiuuuuuuaaaaaÓ.
Note that participants did not see the axes or transcriptions, the scribble area on
the screen was empty.
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Figure 3.1 shows an explanation of the mapping in the scribble space.
A screenshot of the user interface for the experiment is shown in
appendix A.2. At the beginning of the experiment a random set of
sounds was created by letting the computer draw random trajectories in
the scribble space, with certain constraints (details can be found in
appendix A.3). This set of random sounds was used as input in the
training set of the Þrst person of each transmission chain. In order to
measure the accuracy of an imitation of the sounds, a distance measure
for comparing trajectories was needed. The Dynamic Time Warping
distance (Sakoe and Chiba, 1978) on the sequences of x, y coordinates
in the scribble space was used to determine this distance.

Meaning space The meaning space consisted of nine pictures of dif-
ferent objects (squares, circles and rings) that had different colours (red,
green or blue). Figure 3.2 shows these pictures. At the beginning of the
experiment, each picture in the meaning space was randomly assigned
to a unique sound, from the set of random sounds in the signal space, to
create the initial set of sound-meaning pairs.

Blue Green Red

Figure 3.2: Meaning space

3.3.3 Procedure

Before the experiment started the task was explained to the participants,
both verbally by the experimenter and in written form on the screen. The
written instructions can be found in appendix A.1. The participants were
given a chance to ask questions before they started with the practice
phase. In this phase the subjects were asked to familiarise themselves
with the scribble area. They were given 30 trials in which they could
explore the space by producing different scribbles and hearing the
sounds they produced with these trajectories. After the practice phase,
the real experiment started. The experiment consisted of three rounds of
training and testing. Each round started with a training phase in which
the participants were exposed to the training set six times, each time in
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a different random order. This means that they were shown the picture,
heard the sound that labeled this picture and were given one chance to
imitate the sound with the scribble device. Feedback on the imitation
accuracy was provided by showing a coloured border around the picture.
This border could have any colour on the continuum from red to green,
where red indicated a very low imitation accuracy and green indicated a
high accuracy. Then, in round one and two a short test of Þve items
followed in which only the picture was shown and the participants had to
reproduce the right sound from their memory. After the third training
phase, a longer test followed which included all nine meanings. The
signal productions in this last test were used as input for the next
participant. After completing the Þnal test, the participants were asked
to provide feedback about their own performance and experience. The
Þrst two chains consisted of ten participants in each chain. Later chains
were slightly shorter (as described below).

Learning bottleneck As has been shown with the use of computer
models studying iterated learning and previous experimental iterated
learning studies, the emergence of structure within this paradigm
relies on a transmission bottleneck (Kirby et al., 2008; Smith et al.,
2003; Zuidema, 2003). Learners are not exposed to every possible
expression during acquisition. It has been shown that as a result of such
a bottleneck in transmission, structure emerges both in computer
simulations (Smith et al., 2003) and in experiments with humans (Kirby
et al., 2008), for instance because expressions for new items are
constructed by generalising from learned items. In the experiment
described in this report the transmission bottleneck was introduced
by training the participants on only six out of the total of nine
sound-meaning pairs in the training phase, but testing them in the Þnal
test on all nine pairs.

3.3.4 ModiÞcations

After the Þrst two diffusion chains were completed, a few observations
could be made that led to two different adjustments in the third and
fourth chain. The Þrst involved the addition of another task in the testing
phases and the second involved the introduction of adaptive learning in
the training phases.

Guessing task It was observed that some participants were paying
very little attention to the sounds during the task. Once they thought they
had discovered which trajectory would give them a reasonable score as
feedback, they would remember this trajectory and its relation to the right
picture. During post-test questioning, participants sometimes reported
that they stopped listening to the sounds once they remembered what
they thought were the right gestures. In order to make sure that the
participants would not start to ignore the sounds, an additional task was
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included in the testing phase. This task was a guessing task in which a
sound was played and four pictures were shown, one of which belonged
to the sound. The participant was asked to choose the right picture.
This modiÞcation was added in the third chain. This chain consisted of 6
generations.

Adaptive learning Another observation that was made was that par-
ticipants had much difÞculty learning to imitate sounds in the task. Their
performance on most items stayed very poor throughout the course of
the experiment and therefore an alternative learning structure was in-
troduced, using adaptive learning. In this version, the participants would
not be exposed to the complete training set at the beginning of the ex-
periment, but the number of items they were trained on grew according
to the imitation performance. At Þrst, training would occur on only two
different items. Then, when the participant was able to imitate those two
closely enough, another example was added and so on. This modiÞcation
was added in the fourth chain.

3.3.5 Expectations

The expectation was to Þnd an increase in the amount of structure in the
systems of sounds that were transmitted at the end of each transmission
chain. This structure is combinatorial if it consists of a systematic reuse
of basic building blocks in the sounds. It has been shown before that the
mechanism of iterated learning can lead to the emergence of composi-
tional structure (Kirby et al., 2008; Kirby and Hurford, 2002) and my hy-
pothesis is that it leads to structure on the sub-lexical, phonetic level as
well. In addition, an increase in the learnability of the set of signals was
expected as the chain progresses, because the sound systems change to
become optimised for learnability. When the system is more structured,
and only the sounds that are remembered easily persist in the system,
participants are expected to learn faster and perform better.

3.4 Results

In this section the qualitative results are presented Þrst, showing the
development of the sound systems from generation to generation. This
gives insight into the kinds of structure that did and did not occur. Second,
a quantitative analysis is shown, demonstrating how the learning ability
changed over the course of each chain.

3.4.1 Qualitative results

In Þgures 3.3 and 3.4 the output in the Þrst two chains is shown. The
Þrst row shows the trajectories for the random input sounds and each
following row shows the output produced by a participant who received
the data from the previous row as input.
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Figure 3.3: Scribbles produced by participants during the Þnal test in chain
one. The Þrst row shows the trajectories for the random input sounds and each
following row shows the output of a participant who received the data from the
previous row as input. The darker border around the picture means that this
item was part of the training set for the next person. The grey dots indicate the
starting point of the trajectories.
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Figure 3.4: Scribbles produced by participants during the Þnal test in chain
two. The Þrst row shows the trajectories for the random input sounds and each
following row shows the output of a participant who received the data from the
previous row as input. The darker border around the picture means that this
item was part of the training set for the next person. The grey dots indicate the
starting point of the trajectories.
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The darker border around the picture means that this item was part of
the training set for the next person. This person was not trained, but
only tested, on the other three. The starting point of each of the scribble
trajectories is indicated with a grey dot. Note that the participants never
saw the actual scribbles. Only the sounds were transmitted, as was their
relation to one of the pictures in the meaning space.

In both chains it can be observed that there is a tendency towards
structure in which signals relate to parts of the meanings. Often the
same signals are used for all objects with the same colour or shape. Right
from the beginning participants seem to search for patterns and apply
generalisations. Often features such as the length of the sound, or the
location of the trajectory in the space (inßuencing vowel quality) are
linked to colours or shapes in the pictures. For instance in generation
one of chain one, the trajectories that had to be created for the unseen
pictures in the last test were often based on, or almost the same as the
ones that were remembered for the seen pictures that had the colour or
shape in common. The red square, for instance, starts to be indicated by
a trajectory going down, like the red circle and the blue square, while the
green square gets a trajectory going up, like the green circle.

But in this Þrst chain it is not until generation nine that more than one
dimension in the picture (colour and shape) is distinguishably indicated
in the signals (see Þgure 3.5). For person nine, all circles are expressed
as straight lines, squares as cup-shaped trajectories and rings as hooks.
Green coloured shapes are indicated by the use of the lower left corner,
the others by the use of the upper right corner in which the trajectories for
blue go in the opposite direction from those for red (except for the circle,
but the participant only made this mistake in the last output round, not in
previous rounds). The type of structure that emerges in chain one does
not persist in the chain, not even over one generation and the structure
appears to be more visually oriented than auditory. This observation will
be discussed further in the discussion section.

In chain two, the Þrst hints of structure appear in generation two (see
Þgure 3.6). In this set, the location of the scribbles is clearly linked to
the colours of the pictures in the meaning space. Red objects are always
linked to scribbles in the upper half of the scribble space (corresponding
to close/close-mid vowel sounds), green objects are linked to scribbles in
the lower left corner (corresponding to open, front vowel sounds) and blue
objects are linked to scribbles in the lower right corner (corresponding to
open, back vowel sounds).

Then in generation four, more structure emerges when the shape of the
scribble is also used to make a meaningful distinction between different
shapes in the meaning space (see Þgure 3.7). The structure that appeared
in generation 4 was learned almost perfectly by the next person, except
for the fact that the sounds for the ring shaped meanings did not stay
the same. Only one (very clearly audible) feature that distinguished rings
and squares in generation four was adopted by the next person, namely
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Blue GreenRed

Figure 3.5: Chain one, generation nine. Note that the shape of the trajectory
appears to express the shape of the object, while the position of the trajectory
expresses the colour of the object.

the longer duration of the sound. Following this, in generation six the
structure is learned perfectly and even the sounds created for the unseen
objects are correct.

In both chain one and chain two it is clear that the range of different
signals quickly becomes more constrained with increasing generations of
transmission. In the initial set, every possible trajectory could be a part
of the set, but towards the end of the chains the range of possible Ôwell-
formedÕ scribbles is much more reduced. In the beginning the trajectories
can start anywhere in the two-dimensional space and it can progress in
any direction, with an undeÞned number of changes of direction. But in
chain two for instance towards the end, each trajectory in the set starts on
the left, moves to the right and has only a very limited number of changes
of direction (mostly none). For the objects to which the participants are

Blue Red Green

Figure 3.6: Chain two, generation two. Note that the location of the trajectory
indicates the colour of the object in the meaning space.
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not exposed in training, the produced trajectories appear to stay in line
with these ÔrulesÕ.

In chain three, the additional guessing task was added in response to the
observation that participants did not pay much attention to the sounds
during the experiment. Although this change was introduced to improve
listening behaviour, such improvement could not be detected. The results
in this chain were qualitatively the same as those in the Þrst two chains
without a noticeable difference in listening behaviour. In the discussion
section a possible explanation for this will be proposed, but for now we
will take a look at the qualitative results. Because of the fact that an
improvement in the listening behaviour of our participants could not be
observed, this chain was terminated after six generations, so as to start
a new chain with another modiÞcation (as described below). In Þgure 3.8
the output produced by participants in chain three is shown. The Þrst
row again shows the trajectories for the random input sounds and each
following row shows the output produced by a participant who received
the data from the previous row as input. The darker border around the
picture again means that this item was part of the training set for the next
person and the grey dots indicate the starting points of the trajectories.

In this chain we can see, like in chains one and two, the emergence of
a relation between location and colour. In generation two for instance,
high scribbles are for blue objects, low scribbles are for green objects and
scribbles at medium height are for red objects. However, per colour the
signals for the different shapes are all the same, therefore the signals can
no longer be used to distinguish the objects along this dimension. This
issue is addressed again in the discussion section. The structure does not
persist towards the end but whenever there is a slight (local) regularity in
the signal to meaning mapping, it does tend to survive longer. This can
be illustrated by looking at the example in Þgure 3.9. This example shows

Blue GreenRed

Figure 3.7: Chain two, generation four. Note that the shape of the trajectory
appears to express the shape of the object, while the position of the trajectory
expresses the colour of the object.
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Figure 3.8: Scribbles produced by participants during the Þnal test in chain
three. The Þrst row shows the trajectories for the random input sounds and each
following row shows the output of a participant who received the data from the
previous row as input. The darker border around the picture means that this
item was part of the training set for the next person. The grey dots indicate the
starting point of the trajectories.

the productions of three successive generations for the donut shaped
objects. It can be observed that all three participants follow the ÔruleÕ
that connects colour to scribble height in the space, even though none of
these participants were exposed to the green object. Apparently this is
what makes sense to the participants (if blue is high and red is low, than
green must be in the middle) and it is a mistake (note that the mapping
in generation two is different) that consistently gets replicated. Like the
Þrst two chains, this chain also shows an increase in signal constraints
towards the end. The variation in scribble length, direction and shape is
strongly reduced.

In chain four an adaptive learning regime determined the amount of
training items that were presented at each time during the experiment,
with a growing training set when the performance improved. While this
regime was introduced in the hope that it would help the participants
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to learn the sound-meaning pairs better, it actually revealed even more
strikingly how difÞcult the learning task was. It turned out that about
half of the participants did not progress beyond the initial stage in which
there were only two training items in the set. Therefore the output data
of most participants who did this version could not be used as input for
the next person, because the learning bottleneck was simply too tight.
This chain was therefore excluded in the further analysis.

In summary, the qualitative results indicate that some hints of structure
did emerge from time to time in the chains, but it did not lead to the
expected outcome. The structures that emerged mostly did not persist
throughout the chain until the end and they were of a different type than
the sort of regularities that were intended to be encountered. Possible
explanations for these and other issues are presented in the discussion
section.

3.4.2 Quantitative results

In order to Þnd out whether the sound-meaning systems were optimised
to become more learnable by being transmitted through chains of
human learners, the performance from generation to generation in each
chain was measured. For each participant the distance between the
input set they received and the output they created for each meaning
was measured, by using the distance measure as described above.
Figures 3.10, 3.11 and 3.12 shows these measures for the Þrst three
chains in three different situations: at the beginning of the experiment
including only the training set, at the end of the experiment including
only the training set, and at the end of the experiment including the
complete set (also the three meaning-sound pairs they were never
trained on). In the case that the average distance between input and

Blue Green Red

Figure 3.9: Produced scribbles of three successive generations for the donut
shaped objects. All three participants follow the ÔruleÕ that blue is high, red is low
and green is middle, even though none of these participants were exposed to
the green object.
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Figure 3.10: Average distance between input and output for chain one in three
different situations: at the beginning of the experiment including only the training
set, at the end of the experiment including only the training set, and at the end
of the experiment including the complete set (also the three meanings they were
never trained on).

output is approximately the same on the training and test set, it means
that the participant performed just as well on the meaning-sound pairs
they never saw as on the other six. This therefore probably means that
this person generalised by using the structure to decide on the sounds
for the unseen meanings. Figures 3.10, 3.11 and 3.12 show that this
happens only a few times throughout the chains. It is clear that there is a
relationship between the emergence of structure and the increase of
learnability (decrease of average distance). In chain one for instance, the
performance on the complete set increases from generation seven to
generation nine, where the performance is the same on the complete set
and on the training set alone. This coincides with the appearance of
structure in generation 7 and 8 where location in the scribble area is
linked to colour in the meaning space (as illustrated in Þgure 3.3). Person
nine uses this structure to create sounds for unseen meanings. In chain
two we can see a similar development starting in generation four. With
the emergence of the structure that was described in the qualitative
results, the performance on the complete set increases over the next
few generations. In generation six, the performance is again the same on
the complete set and on the training set alone, indicating that this
person could guess the right sounds for unseen meanings by using
generalisation.

Even though it happens a few times that learnability increases rapidly
from generation to generation, it does not persist throughout the entire
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Figure 3.11: Average distance between input and output for chain two in three
different situations: at the beginning of the experiment including only the training
set, at the end of the experiment including only the training set, and at the end
of the experiment including the complete set (also the three meanings they were
never trained on).
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Figure 3.12: Average distance between input and output for chain three in
three different situations: at the beginning of the experiment including only the
training set, at the end of the experiment including only the training set, and at
the end of the experiment including the complete set (also the three meanings
they were never trained on).
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chain until the end. Just as the structure that sometimes emerges disap-
pears again, the increased learnability disappears with it.

3.5 Discussion

The experiment described in this chapter was intended as a Þrst
investigation of the emergence of combinatorial structure in speech-like
signals. With this Þrst attempt to study the cultural evolution of an
artiÞcial sound system in the laboratory, an increase in learnability of
the systems that were being transmitted, as well as an increase of
the combinatorial structure within the systems was expected to be
found. Although interesting changes could be observed qualitatively
as structure emerged from time to time and survived for a few
generations, structure did not emerge as a permanent feature, nor
was there a cumulative increase of learnability or of the degree to
which combinatorial structure was present. The disappearance of
structure was probably caused by the difÞculty of the learning task.
Because of this many participants failed to pick up on any potential
structure that emerged previously and were therefore unable to transmit
it. The difÞculty of using the scribble area interface caused a tight
learning bottleneck in this experiment, which hindered transmission and
emergence of structure. However, the results are promising, because
there were a few participants who had less difÞculty with the task and in
these cases generalisation and introduction of structure did happen.
These participants were mostly familiar with the vowel chart (for
instance due to courses they followed in phonetics/phonology), which
provided them with a mental map that made the task cognitively easier.

One problem with the current study involves the analysis of the
results and the relation to the original question of the emergence of
combinatorial/sub-lexical structure. Structure does occur from time
to time, but this structure cannot immediately be compared with
combinatorial phonology, except perhaps in terms of the emerging
constraints in the signal space. The observed structure is actually more
comparable to syntactic compositional structure, because the location
and shapes in the scribble space are directly linked to colours or shapes
in the meaning space. The building blocks are therefore meaningful
and the structure compositional. There is no observable further
recombination below this level. We are interested in the emergence of
structure that is sub-lexical and more like Ôbare phonologyÕ (Fitch, 2010),
but the use of a very structured meaning space in this study did not
yield combinatorial structure of this kind.

Furthermore, the structure that emerges appears mainly in the visual
modality. The use of location in the scribble area (manipulating vowel
quality) creates audible distinctions, but sometimes structure emerges
that is clearly visible when inspecting the scribbled trajectories directly,
but involves barely audible distinctions in the auditory modality. An
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example is shown in Þgure 3.5. This Þgure shows the entire set of
generation nine in the Þrst chain. In this set the location in the scribble
area is used to distinguish green coloured objects from the others, while
the shape of the trajectory scribbled indicates the shape of the object: a
straight line for the circles, a cup-shaped trajectory for the squares and a
hook-shaped trajectory for the rings. The use of location (and therefore
the manipulation of vowel quality) is clearly audible, but the subtle
differences between hook-shapes and cup-shapes for instance, are
clearly visible, but barely audible. Since the learners in each chain are
never exposed to the scribbled trajectories, but only to the sounds, a
logical consequence is that this type of inaudible structure does not
persist into following generations.

Why do participants focus so much on the visual modality and ignore the
sounds? This may be due to the feedback that is given to participants
when they imitate the sounds. By providing feedback after imitation, a
possibility is created for participants to solve the task without listening
at all. The feedback was meant to only help participants to learn the
scribble to sound mapping, but it unintentionally also introduced a
shortcut for solving the task. They can directly focus on and remember
the visual trajectory-meaning pairs that work well and result in positive
feedback. This may be a more direct and easy memory task than having
to remember sound-meaning pairs in addition to having to know how to
produce these sounds in a multi-modal fashion. As mentioned before, it
was observed that some participants did not pay enough attention to the
sounds, which conÞrms this concern.

The fact that part of the emerged structure was imperceptible is not the
only factor in this experiment that hindered transmission and persistence
of the structure in the sound sets. The learning task also appeared to
be very difÞcult, especially because it was hard for participants to Þgure
out how to reproduce the sounds by drawing trajectories. This may have
been caused by the fact that the scribble area was a very unnatural
interface for the production of sounds and on top of this it involved a
multi-modal task with a difÞcult to interpret visual-auditory mapping (at
least for people unfamiliar with the vowel space). The difÞculty of the
task became especially clear in chain four with the addition of active
learning.

In the reproductions produced by participants, it was not uncommon
that the same signal would be repeated for different objects. This lead
to underspeciÞcation and the loss of expressive power of the signals.
In the experiments by Kirby et al. (2008) this also happened and in
their study they prevented this by Þltering the produced output of one
participant for duplicates so that the next participant would never be
exposed to homonymic examples. This successfully solved the problem
of underspeciÞcation. With the design of the experiment described in
this chapter I hoped and expected that underspeciÞcation would not
play a role, because with continuous signals it is not easy to produce the
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exact same signal twice, unlike in the case of typing strings of characters.
Contrary to this expectation, underspeciÞcation did play a role, resulting
in a system where different objects were mapped to signals that were
very similar and only differed from each other by negligible variations.
Perhaps this was due to the fact that small differences in the trajectories
were barely audible and this is a point to keep in mind with future designs
that involve continuous signals.

Even though there were issues about the experiment described above
that did not turn out as expected, the results are interesting and
informative as a Þrst attempt to experimentally investigate the
emergence of structure in speech sounds. Learning did take place and
structure did emerge from time to time. The results shed light on
many important issues that need to be considered in future designs,
such as the need for a more intuitive sound production interface to
make sure the learning bottleneck will not be too narrow, the use of a
less structured meaning space or no meaning space at all and the
introduction of an intervention to prevent underspeciÞcation. The
lessons learned from this study gave rise to ideas for a follow-up
experiment. This experiment is discussed in the next chapter.
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The scribble to sound experiment as described in the previous chapter
did not entirely result in the Þndings that were expected. Especially
with respect to questions on the origins of combinatorial structure, it
did not lead to the expected insights. Many issues that arose during the
scribble to sound study were used as the basis for new ideas that were
implemented in a follow-up study, presented in this chapter. The most
crucial changes that were made involve the lack of referential meanings
in the new experiment and an entirely different way of sound production,
replacing the scribble interface.

Given the difÞculty participants had in learning to use the scribble
interface, it was necessary to replace it with the use of a more intuitive
sound production interface. Natural speech was still ruled out, because
the natural vocalisations of human participants would already have
discrete and combinatorial structure. As a solution to this problem, slide
whistles were used in the experiment described in this chapter (see
Þgure 4.1). Slide whistles are suitable because participants can easily
use them to produce a rich repertoire of acoustic signals in an intuitive
way, while only very little interference from pre-existing linguistic
knowledge is expected. Asking participants to whistle with their mouth
seems less practical, since not everyone is able to do this and even
for those who are able to whistle, doing it for an hour straight in an
experimental setting most likely is not comfortable and would perhaps
result in cheek muscle soreness.

Figure 4.1: Plastic slide whistle from the brand Grover-Trophy

This chapter contains parts that also appear in:
Verhoef, T., Kirby, S. & de Boer, B.G. (under review). Emergence of combinatorial structure
and economy through iterated learning. Journal of Phonetics
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4.1 Experimental iterated learning with
whistles

The experiment described in this chapter shows that it is possible to apply
the experimental iterated learning paradigm to acoustic, continuous
signals and that this can provide new insights into how combinatorial
structure emerged. Concerning the different views on such emergence
that have been reviewed in chapter 2, the results will be compared with
predictions expected from either dispersion models or theories based
on principles of economy. We will see that in this laboratory experiment,
the emergence of combinatorial structure is not necessarily driven by
pressures for distinctiveness in a growing vocabulary, as Hockett (1960)
and others proposed, and that a simple dispersal model alone cannot
account for the results. Instead, the results show that combinatorial
structure can emerge as an adaptation to cultural transmission and this
happens in a way that seems to conform to economy principles (Clements,
2003; Ohala, 1980).

4.2 Methods

The experiment involves the task of learning and reproducing an artiÞcial
whistled language, again with the crucial manipulation that each person
is exposed to the language the previous participant produced (Kirby
et al., 2008). This allows us to study the whistled languages closely while
they are being passed on from person to person, simulating cultural
transmission.

The languages in this experiment consist of continuous acoustic signals
that are produced with a slide whistle (plastic version by Grover-Trophy,
see Þgure 4.1). To reduce interference of pre-existing experience with
speaking, slide whistles were used for sound production. The slide whistle
has a plunger that can be used to adjust the pitch of the whistle sounds
within a range of between about 450 Hz and 2500 Hz. Note that this range
is different from the fundamental frequency range of human speech,
which roughly ranges from about 85 Hz for a low male speaking voice to
about 400 Hz for infants cries (Baken and Orlikoff, 2000).

The artiÞcial languages contain some radical, but necessary, abstractions
from natural human languages. In real languages words have meanings,
while in this experiment the whistle sounds do not refer to anything.
This allows us to control for inßuences of for instance compositionality,
iconicity or vocabulary size, while closely investigating the emergence of
phonological structure as a set of meaningless building blocks that are
combined into larger signals. The level of structure that is the focus of this
experiment is what Fitch (2010) calls Òbare phonologyÓ and this structural
characteristic is also found in for instance music (Fitch, 2006, 2010). The
process studied here may therefore be relevant for the evolution of music
as well.
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4.2. Methods

4.2.1 Procedure

During the experiment participants were asked to memorise and
reproduce a set of twelve different whistle sounds. They completed four
rounds of learning and recall. In the learning phase they were exposed to
all twelve signals one by one, and asked to imitate each sound with the
slide whistle immediately. After this, a recall phase followed in which
they reproduced all twelve whistles in their own preferred order from
memory. The input stimuli of one participant consisted of the output that
the previous participant produced in the last recall round (or the initial
input set). Transmission was continued in this manner until there were
ten participants in each chain and 4 parallel chains were completed. The
experiment took place in a sound proof recording studio and it lasted
about 60 minutes in total per participant. After entering the studio, the
participants were Þrst informed about what was expected from them
during the experiment both in written and spoken form. The written
instructions can be found in appendix B.1. Then they were given the
opportunity to ask questions and were asked to give informed consent
and to Þll out a background questionnaire. Most participants had
never used a slide whistle before, so they were allowed to familiarise
themselves with the instrument before starting the experiment. When
the last recall phase was Þnished, the participants were asked to Þll out
a post-participation questionnaire in which they could inform us about
the strategies they had used for learning and recall and to give feedback
on how they felt about their performance. Appendix B.2 shows a
screenshot of the user interface that was created for this study.

4.2.2 Initial input set

To construct the initial whistle language that was used as training input
for the Þrst participant in each chain, a whistle database was used. This
database consisted of whistle sounds that were created by people who
participated in an early exploratory pilot study and were asked to freely
record a number of whistle sounds. The set was constructed so as not
to exhibit any combinatorial structure. It was a collection of sounds that
exhibited many different ÔtechniquesÕ of whistling (such as staccato,
glissando, siren-like, smooth or broken) with as little as possible reuse
of basic elements. Figure 4.2 shows the complete set of twelve whistles
from this set plotted as pitch tracks on a semitone scale using Praat
(Boersma, 2001).

4.2.3 Reproduction constraint

During the recall phase of the experiment there is one constraint on the
whistle reproductions. Participants have to produce twelve unique
whistles and are not allowed to record the same signal (deÞned more
precisely below) twice within a recall phase. Previous work by Kirby et al.
(2008) on iterated learning in the laboratory has shown that without
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Figure 4.2: Whistles from the initial whistle set, plotted as pitch tracks on a
semitone scale. Note the diversity and complex structure of the whistles.

preventive measures against homonymy, the transmitted language is
likely to collapse and end up with only a few words covering lots of
meanings. A simple Þltering approach, which made sure that the next
participant was never exposed to a language with homonymy, solved
this issue (Kirby et al., 2008). Because it is likely that participants in the
experiment forget which whistles they already recorded and because
there is no natural communicative pressure to preserve expressivity,
a constraint had to be introduced here as well. During recall, the
experimental software automatically compared each newly recorded
whistle sound with the other whistles that had already been recorded in
the same recall round. If the whistle sound was too similar to one of
these previously recorded ones, it was rejected and the participant was
asked to record another one. Similarity between whistle sounds was
determined using a whistle distance measure deÞned as follows:
0.5Dp + 0.2Di + 0.2Ds + 0.05Dsd + 0.05Dpv where Dp is the Dynamic Time
Warping (DTW) (Sakoe and Chiba, 1978) distance between the two pitch
tracks with pitch in Hz and 500 samples per second, Di is the DTW
distance between the two intensity tracks, as computed using Praat
(Boersma, 2001), Ds is the difference in the number of segments (where
segments are deÞned as sounding parts separated by silent pauses), Dsd

is the difference in variation of segment duration, where the variation is
measured as the difference between the duration of the longest and
shortest segments in the signal, and Dpv is the difference in variation of
pitch. Data collected in a pilot study was used to create this measure
and to determine the coefÞcients. Participants in this pilot were all asked
to imitate the same set of 10 whistles and the dataset created from
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4.3. Qualitative results

these responses was used to Þnd the set of coefÞcients that resulted in
the highest whistle recognition score. The distance below which two
whistles were considered the same was set at a relatively low value of
0.06. In this way, participants could still produce relatively similar
whistles. A low value was chosen because it was not supposed to
inßuence the outcome of the recall phase in any way other than to reject
repetitions of the same signal.

4.2.4 Participants

Forty participants took part in the experiment. They were divided over
four parallel chains, each containing ten generations of learning and
recall. All participants were university students from either the University
of California San Diego, or the University of Amsterdam, ranging in age
from 18 to 32 (with a mean of 22). Twenty-six were female. Each chain
contained either three or four male participants. They were paid 10 euros
or 10 dollars in cash to compensate for their time.

4.2.5 Expectations

Based on the results of Kirby et al. (2008) on the emergence of
compositional structure and the results of del Giudice et al. (2010) on
combinatorial structure in systems of graphical signals, the expectation
is that cultural transmission also causes the emergence of combinatorial
structure in the systems of whistled signals and leads to increased recall
performance towards the end of the chains. Constraints on memory and
learning biases are expected to cause the transmitted systems to
become more structured and when there is more structure, participants
learn faster and perform better. The whistled systems are therefore
expected to change to become optimised for learnability.

4.3 Qualitative results

In this section we Þrst take a close look at speciÞc examples from indi-
vidual chains and analyse the results qualitatively, in order to get an idea
of what the participants seem to be doing. In appendix B.3 the complete
transmission chains that resulted from this experiment are shown.

Participants are asked to learn and reproduce the whistle sounds they
are exposed to and they try their best to do this as well as they can,
but the task is very difÞcult. Because of this, people make mistakes
and they do not recall all whistles ßawlessly. In their reproductions they
tend to over-generalise some of the structure that they try to discover
in the set. This results in the introduction of whistles that are related
in form to other learned whistles: some of these whistles are inverted
versions of learned whistles and others combine or repeat elements that
are borrowed from existing whistles. As a result of this, whistles begin to
share properties with one another but retain distinctive elements. This
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Figure 4.3: An example of recombination in chain four: a whistle from the
previous generation is combined with the second part of another whistle and a
second version is added with a mirrored part. Note the co-articulation-like effect
highlighted with circles: the Þnal pitch of the Þrst part inßuences the initial pitch
of the second part.

results in an inventory of whistles that consists of subsets of related
elements, essentially exhibiting combinatorial reuse, which appears to
be more easily remembered and results in increased recall on the whole
set.

Figures 4.3 and 4.4 show speciÞc examples of recall behaviours that
eventually lead to a gradual increase of structure. The whistles are
plotted as pitch tracks on a semitone scale using Praat (Boersma, 2001).
Figure 4.3 shows an example of recombination in chain four in which one
whistle from the previous generation is combined with the second part of
another whistle to create a new whistle. In addition, the Þrst part of this
new whistle is mirrored in a second new whistle. Interestingly, these
two whistles show an effect that could be considered to resemble
co-articulation. In co-articulation a speech sound (or manual articulation
in sign language) is inßuenced by a surrounding articulation. The effects
of one articulation can for instance carry over to the next, which
then becomes more like its predecessor. A syllable that ends with a
rounded consonant may for instance cause the following syllable to
also be produced in a more rounded way. The example with the two
whistle sounds shows how the Þnal pitch of the Þrst part of the whistle
inßuences the initial pitch of the second part. When the Þrst part
contains a falling pitch movement and ends low, the following segment
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(with a repeated falling-rising pattern) starts low, but when the Þrst part
ends higher, the following falling-rising pattern starts high. Figure 4.4
shows how a combination of mirroring, repetition and borrowing results
in a predictable system that is stable and persists after its innovation. In
the productions of generation four there is no whistle yet that resembles
the one with two falling slides shown here, but in generation Þve a
mirrored version of this whistle appears. Then in generation six the
falling one is borrowed and combined with a new Þnal element into a
new whistle. In generation seven, this Þnal element may have been
reanalysed as having meant to be a repetition of the falling slide
element present in the original two, because suddenly a version with
three falling slides appears. In the same generation, a mirrored version
with three rising slides also appears thus Þlling a gap and making the
system regular.

To take a closer look at the cumulative effect of the participantÕs recall
behaviours on the transmitted system of signals, Þgure 4.5 shows a
fragment of the set of whistles produced by the tenth and last participant
in a chain. In this set we can identify a clear combinatorial structure.
There is a set of building blocks (falling-rising slides and short level notes)
and these are reused and combined in different but systematic ways to
create the whistles in the set. The whistles for instance differ from each
other in the number of short level tones they start and end with and for
each there is often a version mirrored in order as well. In addition, the set
has become more constrained, for instance in the number of falling-rising
movements per segment. In the initial set (see Þgure 4.2) there were
whistles with several falling-rising movements in one segment, but this
has reduced to a maximum of two movements in the last generation of
this chain. Another constraint is the fact that in this set all segments with
slides start with a falling tone and there is no longer any version that
is mirrored in pitch. Note that this is speciÞc for this particular chain; in
other chains rising-initial patterns did occur. Overall, similar patterns of
borrowing, mirroring and reuse are found in all four chains, resulting in
systems that exhibit similar degrees of combinatorial structure, which is
realised in different ways. In fact, it appears that each chain results in a
set of signals that has recognisable structure in a way that it should be
possible to determine whether any given whistle belongs to a set or not.

To summarize the qualitative analysis: we can see an increase in the reuse
of basic whistle elements in the sets. Once whistles that are composed
of these elements appear in the set, they are more likely to be learned
and recalled by later generations who use the similarities across whistles
to group them as subsets, thus aiding their recall. This in turn makes it
less difÞcult to remember the whole set and this strategy was indeed
reported by participants in a post-test questionnaire.
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Figure 4.4: An example of cumulative mirroring, repetition and borrowing.
Person 5 mirrors the whistle from the previous set, then person six borrows one
of the two in a new whistle and Þnally this new whistle becomes generalised to
Þt the pattern of the original two, but repeated. This predictable system stays
stable until the end of the chain. The whistles are plotted as pitch tracks on a
semitone scale.
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Figure 4.5: Fragment of the whistles plotted as pitch tracks in the last set of a
chain. Basic elements can be identiÞed that are systematically recombined.

4.4 Quantitative results

To Þnd quantitative conÞrmations for the observations that were made in
the qualitative analysis, several measures were used to Þnd out
how structure and learnability develop in the transmitted whistled
systems. Details on the implementation of the analysis and the signal
preprocessing steps can be found in appendix B.4.

4.4.1 Recall error

To determine the recall error at each generation in the chains, the
distance (deÞned more precisely below) between the input set and the
output set for each participant in each chain was measured. The
expectation is that the recall error is lower for participants that came
later in the chains, assuming that the observed increase in the reuse of
basic elements makes the set more learnable. The recall error is
measured as the sum of distances between each whistle in the output
and its corresponding whistle from the input. Each whistle from one set
is paired with a unique whistle from the other set and this is repeated in
all possible ways to Þnd the pairing for which the sum of distances is
minimal. To compute the distance between a pair of whistles, a whistle
distance measure was used that is different from the one that has been
described in section 4.2.3. After the data was collected and the results
were analysed qualitatively, participant behaviour was found to be
predicted better by the movements of the plunger than by the acoustic
signals (on which the Þrst distance measure was based). People seemed
to remember and classify the sounds according to the plunger ÔgesturesÕ
they made to produce them. A movement (representing a building block)
would be performed with the same displacement when the plunger was
at the bottom of the whistle (with low pitch) as when the plunger was at
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the top (with high pitch). But in terms of pitch differences, this same
motion results in a much bigger difference when it is produced at higher
pitch than at lower pitch, because of the non-linear relation between the
pitch change and plunger movement of the whistle. This means that if
acoustical features are used, distances between building blocks tend to
be overestimated in the high pitch range, while they are underestimated
in the low pitch range, even when the semitone scale is used.

For the new ÔarticulatoryÕ measure the pitch tracks are Þrst transformed
into sequences of plunger positions (from approximately 3 cm to 20
cm) following equation 4.1, where l is the length in cm between the
mouthpiece and sliding stopper, c is the speed of sound at body
temperature (35000 cm/ s) and f is the measured frequency in Hz.
These new tracks approximately represent the actual movements the
participants made, and the distance between two whistles is the
Derivative Dynamic Time Warping (Keogh and Pazzani, 2001) distance
between two movement tracks. This measure therefore focuses on the
similarities of whistle shapes and ignores absolute pitch.

l =
c
4f

(4.1)

Figure 4.6 shows the development of the recall error over the four chains,
with increasing generations on the horizontal axis. A signiÞcant cumu-
lative decrease in recall error was measured using PageÕs (1963) trend
test ( L = 1317,m = 4, n = 10, p < 0.05), implying an increase of learnabil-
ity and reproducibility of the whistle sets over generations.

4.4.2 Structure

To deÞne a measure of structure for the emerging whistle sets, an attempt
was made to Þnd a way to show that the sets in later generations were
composed of a smaller set of basic building blocks that were increasingly
reused and combined. This means that the sets would have become more
compressible. This type of compressibility can be measured with the
information-theoretic measure of entropy (Shannon, 1948). To compute
entropy for a set of whistles, the whistles were divided into segments. The
silences within a whistle were used as segment boundaries. Then, using
all segments that occur in the set of twelve whistles, (average-linkage)
agglomerative hierarchical clustering (Duda et al., 2001) was used to
group together those segments that were so similar (according to the
measure described in section 4.4.1) that they could be considered the
same category or building block. Clustering continued until there was no
pair of segments left with a distance smaller than 0.08. Equation 4.2 from
Shannon (1948) was used to compute entropy, where pi is the probability
of occurrence of building block i .

H = "
!

pi logpi (4.2)
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Figure 4.6: Recall error on the whistle sets over generations for all four chains,
demonstrating that the whistle systems evolve through cultural transmission and
become more learnable.

Figure 4.7 shows the development of entropy for the four chains, with the
generations again on the horizontal axis and 0 referring to the initial set.
A signiÞcant decrease in entropy was measured using PageÕs (1963) trend
test ( L = 1427,m = 4, n = 10, p < 0.001), excluding the artiÞcially inserted
initial set (because this set is not an output produced by a participant,
but was constructed by the experimenter). This result implies an increase
of structure and predictability as well as more efÞcient coding.

The measure of entropy described above captures the increase of reuse
of basic building blocks and as such it is a good Þrst measure of
structure. However, to investigate the combinatorial rules and structure
more closely, associative chunk strength (Knowlton and Squire, 1994)
was measured in addition. This measure originates from the Þeld of
artiÞcial grammar learning and has been adopted before for analysing
experimental iterated learning results (Cornish et al., 2010). The
associative chunk strength takes the order of appearance of the different
building blocks into account and this measure would allow us to Þnd out
whether ÔphonotacticÕ or sequence constraints can be detected. The
structure that was described for instance in section 4.3 for the last
generation of chain one, where short level notes surround falling-rising
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Figure 4.7: Entropy of the whistle sets over generations for all four chains,
demonstrating that the combinatorial structure increases.

slides in a systematic way, should result in a higher chunk strength. This
measure was computed by using the building blocks that were found as
described above for measuring entropy. All bigrams and trigrams
(sequences of two or three building blocks) that occurred in the whistles
were identiÞed and their frequencies in the whistle sets were counted.
The associative chunk strength of a whistle set is the average of the
bigram and trigram frequencies.

Figure 4.8 shows the associative chunk strength for the four chains, with
the generations again on the horizontal axis and 0 referring to the initial
set. A signiÞcant increase was measured using PageÕs (1963) trend test
(L = 1322,m = 4, n = 10, p < 0.05), excluding the artiÞcially inserted
initial set. This implies that there is a trend towards sequential structure,
although as can be observed in Þgure 4.8, this trend is clear in chain one
and chain four, but seems to be absent in the other two chains.

4.4.3 Dispersion

As mentioned in chapter 2, it has been suggested that the emergence
of combinatorial structure is driven by optimisation for articulatory ease
and signal distinctiveness in line with dispersion theories (e.g. de Boer,
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Figure 4.8: Associative chunk strength of the whistle sets over generations
for all four chains, showing an increase in reoccurrence of bigram and trigram
sequences of basic whistle patterns.

2000; de Boer and Zuidema, 2010; Liljencrants and Lindblom, 1972). It
is therefore interesting to measure whether the whistled signals in this
experiment become more dispersed towards the end of the chains. In
order to do this the measure of energy ( E) was adopted from Liljencrants
and Lindblom (1972). They used this measure to quantify the acoustic
dispersion of vowels systems. The dispersion of whistles in the emerged
languages was computed following equation 4.3 which is the same as
Liljencrants and LindblomÕs equation (2). Here rij is the distance between
whistles i and j . The distance is calculated with the distance measure
described in section 4.4.1. A lower value of energy means more dispersion
in the whistle sets.

E =
n! 1!

i=1

i ! 1!

j =0

1
r 2
ij

(4.3)

Figure 4.9 shows how the energy between whistles in the sets develops
over generations. At a glance we already see that the energy level does
not appear to decrease. PageÕs trend test also reveals that there is no
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Figure 4.9: Dispersion measured as energy between whistles in the set for each
generation. The whistles do not tend to become more dispersed (no decrease in
energy) towards the end of the chains. On the contrary, for at least one of the
chains there appears to be an increase of energy.

signiÞcant decrease of energy ( L = 1138,m = 4, n = 10, p > 0.05),
excluding the artiÞcially inserted initial set. We can therefore conclude
that the whistles in the sets do not become more dispersed over
generations. Actually, in one of the four chains there appears to be a
rather sharp increase of energy towards the end of the chain, as can be
seen in Þgure 4.9.

Based on the idea that economy and maximal reuse of basic elements
also play a role (Clements, 2003; Ohala, 1980), it is no surprise that
dispersion did not increase. Given the qualitative analysis as described
in section 4.3 and the outcome of measuring structure as described in
this section, we would actually expect an increase in similarities between
whistles. With the increasing rate of reuse of basic elements, one may
expect that for most whistles in the set there is another one that is similar
for some features. This can also be quantiÞed, by measuring the average
Nearest Neighbour distance for the whistles within a set. For all chains
over all ten generations, the whistles within a single set were compared.
For each of the twelve whistles in the set of a generation, the distance to
their nearest neighbour was computed. The average of these values was
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Figure 4.10: Average nearest neighbour distance between the twelve whistles
of the set in each generation. The whistles tend to become more similar towards
the end of the chains.

then used to test whether whistles have a close neighbour in the set, with
which they may share elements. Note that the energy measure deÞnes
a more global measure of dispersion and takes distances between all
signals in a set into account, while the nearest neighbour distance only
measures the distance to one nearest neighbour to see for each signal if
there is another one in the set with similar features.

Figure 4.10 shows these average distance values for each chain with in-
creasing generations on the horizontal axis (including the initial set at
generation 0). It is clear that the whistles indeed increasingly have close
neighbours in the set over generations. The whistles become gradually
more similar to each other and this decrease in average nearest neigh-
bour distance is signiÞcant according to PageÕs trend test ( L = 1322,m =
4,n = 10, p < 0.05), excluding the artiÞcially inserted initial set. Although
in general lower average distance is not necessarily the result of higher
reuse, the combination with the qualitative results and other measures
makes it likely that in this case it is related to the increased reuse and
sharing of features.

The signals within the whistled languages thus seem to become closer
to each other, but this does not immediately imply that dispersion plays
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Figure 4.11: Dispersion measured as energy between building blocks in each
generation. The building blocks tend to become more dispersed (lower energy)
towards the end of the chains.

no role. When we closely inspect the building blocks that construct these
signals, we are able to observe effects of dispersion. One can compare,
for instance, the short level note with the falling-rising slide pattern, two
building blocks that emerged in the set shown in Þgure 4.5. The Þrst is
very short and involves no plunger movement at all while the second
is long and involves a plunger movement over a large part of the pitch
range. Observations of this kind can also be quantiÞed, by measuring the
energy between building blocks within a set. For each generation in each
chain, the building blocks that were found by the clustering procedure
as described in section 6.2 were used. The energy between the building
blocks within a set was measured with equation 4.3, where rij is the
distance between building blocks i and j . The distance between building
blocks is calculated in the same way as the distance between whistles,
with the distance measure described in section 4.4.1.

Figure 4.11 shows the energy values measured between building blocks
for each chain with increasing generations on the horizontal axis (includ-
ing the initial set at generation 0). The building blocks seem to become
signiÞcantly more dispersed towards the end of the chains according to
PageÕs trend test ( L = 1351,m = 4, n = 10, p < 0.01), excluding the arti-
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Þcially inserted initial set. These results imply that dispersion theories
have a role to play in explaining empirical observations, but that they are
not sufÞcient to capture the complexity in its entirety. Theories that take
into account principles of economy also need to be considered.

4.5 Discussion

The experiment presented in this chapter demonstrates that it is
possible to study questions of evolutionary phonology in the laboratory
using the method of experimental iterated learning (Kirby et al., 2008).
The results suggest that cultural evolution can cause a system of
whistled signals to become organised in such a way that it is reminiscent
of how speech is organised: a small number of (dispersed) building
blocks is combined into a larger number of utterances, while the
elements and the ways in which they can be combined differ from one
chain to the other, resulting in distinct ÔtraditionsÕ. The qualitative
analysis showed different strategies that caused combinatorial structure
to increase in the transmission chains. Towards the end of the chains, a
clear discrete set of basic building blocks could be identiÞed and these
blocks were systematically reused and combined. A quantitative analysis
revealed that the learnability and reproducibility of the whistled signals
increased cumulatively over generations. This is in line with earlier
Þndings within the iterated learning paradigm (Kirby et al., 2008; Kirby
and Hurford, 2002; Kirby et al., 2004). In addition, the increase of
combinatorial structure could be measured quantitatively and the results
suggest that the whistled languages become more compressible and
predictable with increasing repetitions of learning and recall.

According to Hockett (1960), the emergence of combinatorial structure
could be explained by a gradual growth of the vocabulary. When
the number of meanings that are expressed increases, the signals
referring to those meanings have to be closer, Þlling up the signal space.
Hockett suggests that the signal space is Þrst maximally exploited
holistically until the signals cannot be reliably discriminated anymore.
Combinatorial structure then allows for an expansion of expressivity,
while discriminability is maintained. The experiment discussed in this
chapter shows a different route to combinatorial structure. The whistled
languages have only twelve signals and the vocabulary does not grow
during the experiment. Even with this tiny vocabulary, combinatorial
structure emerges while the signal space is not used maximally. The use
of the signal space actually reduces over generations. In the experiment
presented in this chapter combinatorial structure therefore does not
seem to follow from an interaction between vocabulary size and signal
dispersion, but rather from the fact that a vocabulary of a certain size
needs to be learned within a very limited time frame. Cognitive biases
and pressures favouring a more learnable system seem to be driving the
emergence of structure in this case. A system of signals that does not
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use combinatorial structure can be hard to learn, because it is entirely
unpredictable: everything that can be produced can potentially be part
of the system. In contrast, a discrete and combinatorial system limits
possibilities, where only a few elements can be used and combined in
restricted ways, and is therefore much more predictable. The signals
that Þt the structure are more likely to be learned and preserved over
generations.

To further interpret the results, we return to the principles of dispersion
and economy. As mentioned in chapter 2, theories about the emergence
of structure in phonology and phonetics can roughly be divided into two
groups. The Þrst group focuses on the importance of optimisation for
signal distinctiveness (e.g. de Boer, 2000; de Boer and Zuidema, 2010;
Liljencrants and Lindblom, 1972; Oudeyer, 2006) and the second focuses
on drives that optimise (feature or gesture) economy (e.g. Clements,
2003; Maddieson, 1995; Ohala, 1980). A theory favouring dispersion
would predict that the signals in the whistled languages would become
less similar and more dispersed in the signal space. A theory favouring
economy would predict that a small set of distinct elements would come
to be reused and combined maximally. At Þrst sight, the results seem to
favour economy, but the results are not entirely in contradiction
with maximisation of distinctiveness either, as was demonstrated
by measuring dispersion of the basic building blocks. However, the
formation of building blocks and their role in the Þnal signals does
not resemble the simplest models favouring dispersion, but is more
reminiscent of the models favouring economy. If a building block is
present, it tends to get reused (possibly in mirrored form) before new
ones appear.

The reuse of building blocks as observed in the experiment is not quite
the same as the reuse of features in the theories of feature economy.
Distinctive features in speech are related to, for instance, places or
manners of articulation and these are realised simultaneously in speech
sounds, while the objects of combination in the presented quantitative
analysis are sound elements that are combined sequentially. A potential
way of comparing the whistle structure with features could have been to
deÞne whistle features such as Ôpitch directionÕ, Ôamount of falling rising
pitch movementsÕ, Ôwhistle durationÕ, Ôstaccato or glissando styleÕ for
example, but this seems too much like imposing feature theory on
whistles. The way in which the whistles in the study described here are
built up of building blocks is more comparable to the way morphemes
are constructed from phonemes or syllables. Therefore, economy is not
measured here at the same level as it is described in the theories of
feature economy. This difference should not make the comparison less
interesting however as it is useful for studying the general tendency
towards efÞcient, combinatorial structure. It has been suggested
previously that economy in phonology may be functioning at a general
cognitive level: ÒFeature economy reßects a general predisposition to
organize linguistic data into a small number of categories and to
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generalise these categories maximallyÓ (Clements, 2003). In addition,
the role of compression in languages at other levels has been discussed
at length (e.g. Ackerman et al., 2009; Brighton, 2002; Clark, 1994; Teal
and Taylor, 2000). This experiment provides a demonstration of how
such efÞcient coding, independent of the level of organisation, may
emerge. More details are being studied in follow-up experiments. In one
of these experiments the whistled signals cannot contain silences and
the possibilities for combining elements sequentially is therefore more
limited. A preliminary analysis of the data in this more limited signal
space shows emerging systems with patterns that are reminiscent of
categories found in tonal languages.

Most experimental iterated learning studies so far were based on discrete,
symbolic signals (e.g. Kirby et al., 2008; Reali and GrifÞths, 2009; Smith
and Wonnacott, 2010). In contrast, the experiment presented in this
chapter used continuous signals without pre-deÞned basic elements.
Therefore, some challenges had to be faced. In previous experiments
where for instance the signals were strings of existing characters (Kirby
et al., 2008; Smith and Wonnacott, 2010), the cognitively salient building
blocks corresponded more or less directly to the discrete symbols out
of which the stimuli were constructed: letters or syllables. Therefore, in
the analysis of these experiments, there was not much explicit thought
given to how to Þnd building blocks on which to base the structural
analysis. In continuous signal spaces it turns out to be a much more
difÞcult problem to identify what the basic elements are out of which
the signal is constructed, what the boundaries between elements are,
what within-category-variation is and what between-category-variation
consists of. The decision to consider silences as boundaries between
potential building blocks was based on the qualitative observation that
participants reused and combined the pieces of sound surrounded by
silences. Other ways of analysing the signals may have been possible
and may have lead to slightly different results, since it may be the case
that for some participants the building blocks were actually different
from the ones that were analysed. Other ways of segmenting the signals
could be for instance to consider local pitch maxima and minima or the
pitch inßection points as segment boundaries.

The way in which the building blocks change over the experimental
generations is, like in natural languages, (whistle-)language speciÞc. This
may explain why for some chains the measured increase in structure
is clearer than for others. The difÞculty of deciding how to segment
the signals into basic elements is not unlike similar problems in natural
language analysis, such as deciding whether pitch movements or pitch
targets are the primary cognitive elements of intonational structure (see
Arvaniti et al., 1998). It is probably true that even speakers of a language
do not always use exactly the same analyses of what the building blocks
are. It would be difÞcult to explain language change if this was not the
case.
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To be able to simulate language evolution in the lab, necessary
abstractions from reality had to be made. One of these involved the lack
of meaning conveyed by the whistled signals. However, note that
the system is not entirely meaningless, because the requirement of
reproducing twelve unique whistles provides an artiÞcial pressure for
expressivity, which would normally result naturally from the need to
express distinct meanings. Having to retrieve the whistles from memory
also encourages participants to ÔlabelÕ the whistles as for instance: Ôthe
one with many up and down movementsÕ or Ôthe very Þrst whistle I
learnedÕ. Moreover, once the whistles evolve towards sharing features,
people tend to categorise them as subsets, such as Ôthe ones that all
start with one slide downÕ or Ôthe ones that only have slides upÕ. This
adds meaning implicitly and makes learning and recall of the whole set
of whistles easier because chunking of information in this way facilitates
encoding more information in short-term memory Miller (1956). Given
the results presented here that show how combinatorial structure can
emerge independently from complex semantics, an interesting next step
would be an experiment that includes meanings. Such an experiment is
described in chapter 6.
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In chapter 4, we could see how artiÞcial whistled languages that are
culturally transmitted in the laboratory gradually became easier to learn
and more structured. The whistled languages were analysed with
computational measures and it was shown that combinatorial structure
increased over generations of learning and reproduction. To analyse this
structure and its relation to learnability further, additional experiments
were conducted and the results are described in this chapter.

Zuidema and de Boer (2009) introduced a distinction between two kinds
of combinatorial structure that can be identiÞed when studying systems
of signals. The Þrst kind is what they call superÞcial combinatorial
structure and this refers to combinatorial structure that can be identiÞed
when a system is analysed by an outside observer, but the users of the
system do not necessarily cognitively encode this structure. The second
kind is called productive combinatorial structure and this refers to the
structure that users of the system do encode and actively use in
production, perception and learning. The results that were presented in
the previous section show both qualitatively and quantitatively that a
system of auditory signals gains (superÞcial) combinatorial structure and
becomes more learnable when it is transmitted culturally. What has
not been shown quantitatively yet is whether people who have to
learn these emerged artiÞcial languages, are able to actively use the
combinatorial structure in a way that Zuidema and de Boer (2009) would
call productive. Note that their deÞnition does not require signal
production before a system can be considered to have productive
combinatorial structure. It involves the ability to make use of the
structure in production as well as perception and learning. Given the
combination of qualitative and quantitative results that were obtained in
the previous chapter, the expectation is that the observed structure is
not only observable by careful analysis, but to prove it can be used

The Þrst experiment described in this chapter was previously described in:
Verhoef, T.(2012) The origins of duality of patterning in artiÞcial whistled languages.
Language and Cognition , 4(4), 357-380.

The second experiment was conducted as part of Science Live, the innovative research
programme of Science Center NEMO that enables scientists to carry out real, publishable,
peer-reviewed research using NEMO visitors as volunteers.
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productively, this needs to be tested with new learners. In addition, the
fact that an increase in learnability of the system was measured does
not necessarily mean that it has become more learnable because of the
increased structure and cognitive ease that comes with it. An alternative
explanation may be that only the individual whistles have evolved to
become easier to imitate and that therefore only articulatory constraints
made the set more reproducible. The experiments described in this
chapter were conducted to test the productive use of the emerged
combinatorial structure in the whistled languages from chapter 4.

5.1 Perceptual category learning game

To test the possibilities for human productive use of the structure that
seems to be present in the emerged whistle sets, and to identify whether
cognitive constraints may indeed have been involved in shaping these
sets, a separate experiment was conducted. In this experiment, the stim-
uli that were used came from the sets of signals from the last generation
of chains one and four in the whistle experiment described in chapter 4.
The aim of the current experiment is to test if human participants, who
are exposed to a few examples of such an emergent whistle language,
can decide for other examples if they belong to the set or not. For the
design of this experiment I used a paradigm that was developed by Jelle
Zuidema and Vanessa Ferdinand in which participants play a UFO game 1.

The task in this game can be compared with concept learning
experiments from the Þeld of cognitive psychology (Goodman et al.,
2008). The methods for studying concept learning are popular as a
means of unravelling the way generalisation and representation works in
human cognition. Typically, participants have to learn to categorise or
distinguish between several different concepts. They are Þrst trained on
a subset of examples, and then tested on a larger set to see whether
they were able to learn the underlying category structure. In the
experiments described in this chapter, the task is essentially the same,
but it is presented in the context of a game in which participants need to
learn to distinguish between two different types of aliens. The game
environment makes the experiment more engaging and this was
important since the participants were recruited on a voluntary basis
both online and inside a science museum.

In the UFO game, two species of aliens exist: good aliens and bad aliens.
The playerÕs goal is to save the good aliens and kill the bad ones. The
only way to distinguish a good alien from a bad one is to listen to their
language. A screenshot of the game is shown in Þgure 5.1. First, there
is a familiarisation phase. In this phase, UFOÕs keep ßying by on the
screen until the player catches one by clicking on it. When a UFO is

1 The UFO game that was used in the experiments described in this chapter was created
by Jelle Zuidema and Vanessa Ferdinand (http://www.webexperiment.nl/)
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Figure 5.1: Screenshot of the UFO game.

caught, the alien inside makes a sound. In this phase participants are
exposed to the language of the good aliens only and they practice to save
the spaceships of these aliens. Participants are therefore asked to pay
attention to the sounds these good aliens make and to press the ÔsaveÕ
button for all of them. In this familiarisation phase, half of the sounds
from the language of the good aliens are played Þve times each. The
next phase is the combat training, in which participants practice shooting
UFOÕs. A few empty spaceships ßy by and participants are asked to catch
them and press the ÔkillÕ button. This phase is only six items long, and
no sounds are played. Finally, in the combat phase UFOÕs ßy by again
and when participants catch them, they have to listen to the sounds the
aliens make, decide whether they are good or bad and kill or save them
accordingly. This phase has 72 items, in which from both the good and
bad alien languages, each whistle is played three times. Last, they see
their Þnal score.

5.1.1 Methods

Two conditions were created, differing in which individual whistle sounds
from the two emergent languages were part of each alien speciesÕ
language. In the ÔintactÕ condition, each of the two alien speciesÕ
languages consisted of a complete emergent whistle language. This
means that one alien species had a vocabulary consisting of all twelve
sounds produced by the last person in chain one (of the iterated learning
experiment described in chapter 4) and the other alien species used
those from the last person in chain four. In the ÔmixedÕ condition,
each alien species had six sounds in their language from the last
person in chain one and six sounds from the last person in chain four,
breaking up the emergent whistle languages from the iterated learning

63



5. Games

experiment. This is illustrated schematically in Þgure 5.2. I selected the
languages of chains one and four because, as can be seen in Þgure 4.7
of chapter 4, these were the two chains that resulted in emergent
languages exhibiting the most combinatorial structure and their
measured amount of structure was very similar. In the intact condition I
alternated whether the good aliens used sounds from chain one or four.
In the mixed condition, I used two different ways of breaking up the
languages from the two chains. In both pairs of mixed languages, six
sounds from each chain were randomly assigned to the language of the
good aliens, and the other six of each to the language of the bad ones.

                           Good aliens           Bad aliens

Condition 1:      

Condition 2:      

   = whistles from chain 1
   = whistles from chain 4

Figure 5.2: Two experimental conditions: (1) the ÔintactÕ condition, where each
of the two alien species languages consisted of an intact emergent whistle set
from the last generation of chain one and chain four of the experiment described
in chapter 4. (2) the ÔmixedÕ condition, where mixing sounds from both sets
created the two languages.

The aim of this design was to investigate whether participants generalise
and use the combinatorial structure in the emerged whistle languages to
classify new aliens as good or bad and save or kill them accordingly. In the
familiarisation phase, participants are exposed to six out of the twelve
sounds that the good aliens use. In the mixed condition, they are exposed
to three sounds originating from each of the two chains. In the combat
phase they are tested on all sounds of both species, including the ones of
the good aliens they had never heard before. If the participants can learn
the potential structure in the sounds and use it productively, they should
perform better on the whistles they never heard before in the intact
condition. The mixed condition, where the two emergent languages are
broken up, should give participants much less evidence about potential
rules, building blocks or constraints in the languages to generalise from.
In the Þrst condition, if structure is present in the emergent languages
from the iterated learning experiment, participants should be able to
generalise and classify the identity of UFOÕs with an accuracy above the
baseline of random guessing.
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This Þrst experiment was conducted as an online game for which
participants were recruited through Facebook. Ten participants
completed the game in the mixed condition and eleven in the intact
condition. Their ages ranged from 22 to 50 (mean age of 29). There were
twelve male participants and six of them participated in each condition.

5.1.2 Results

To analyse the results, for each participant it was determined how well
they could classify sounds that they had never heard in the familiarisation
phase correctly as belonging to good or bad aliens. In total there were 54
new items in the combat phase (twelve sounds from the bad aliens and
6 from the good aliens that were never heard before, each appearing 3
times). As a measure of performance the discriminability index d" was
used. This measure takes the individual response bias towards shooting
or saving UFOÕs into account and is computed with the use of equation
5.1, where z(H) and z(F) are the z-transforms of the hit rate (H) and false
alarm rate (F).

d" = z(H) " z(F) (5.1)

The results are shown in table 5.1. In the intact condition, the median
d" score was 2.585 and in the mixed condition it was -0.563. There is a
signiÞcant difference between the distributions of the two groups (Mann-
Whitney U = 110, n1 = 11, n2 = 10, P < 0.001). The expected baseline
score measured as the number of items correctly classiÞed in the case
of random guessing would be 27 (54 x 0.5). In the intact condition, the
median score of correct classiÞcation was 47, well above the baseline,
and in the mixed condition it was 23.5, slightly below the baseline. There
is a signiÞcant difference between the distributions of the scores in the
two groups (Mann-Whitney U = 55, n1 = 11, n2 = 10, P < 0.001). These
Þrst results suggest that participants were able to learn the structure
that was present in the emerged whistle sets. They could generalise from
a few examples and make accurate predictions about group membership
of sounds they had not been exposed to.

Condition
Intact Mixed

Median d" 2.585 -0.563
Median score 47 23.5

Table 5.1: Results of the UFO experiment. There is a signiÞcant difference
between the scores in the two conditions, measured as d! and as the median
score of correct classiÞcation.
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5.2 Follow-up experiment

A potential problem with the experiment described above could be the
fact that the two languages that participants have to distinguish are
also produced by two different people. It could therefore be the case
that the participants are picking up on differences in individual whistling
style or characteristics. To make sure that this is not (only) playing a
role in the results described above, another version of the experiment
was conducted. In this version, the sounds were taken from the last
two generations of each chain and they were Þrst re-synthesised from
extracted pitch tracks, so that the new alien words for each species
contained whistles created by more than one person and the whistles
retained only information about the plunger displacement and timing. In
addition, the experiment was expanded by including all four chains. In the
Þrst pilot only the two chains that, according to our analysis, contained
the most combinatorial structure were used. The aim of this follow-up
experiment was to assess whether the initial results can be replicated
with re-synthesised sounds for all four chains.

5.2.1 Methods

To prepare the sounds for the implementation of this follow-up
experiment, all four chains that had emerged in the experiment
described in chapter 4 were used. From each chain the set that was
produced by the very last participant (generation ten) was taken, as
in the Þrst UFO game experiment, but this time half of the whistle
recordings were replaced by the version of that same whistle that
was produced by the preceding participant in the chain. By the
last generation the sets were reproduced well enough for it to be
straightforward to Þnd a matching production for half of the whistles for
each of the four chains. These new sets of twelve whistles were then
preprocessed with Praat (Boersma, 2001) to re-synthesise the whistle
recordings. This was done by extracting the pitch from the Sound object
and then using the function ÔTo Sound (sine)...Õ to create a new Sound
object. These re-synthesised sounds were used in the design of the UFO
game.

The design of the UFO games were largely the same as for the Þrst
UFO game experiment. Six different versions were created in which
the emerged whistled languages from chain one and four (from the
experiment in chapter 4) were used in half of these. There was one
version in which the good aliens spoke the language from chain one and
the bad aliens the one from chain four, another version in which this was
reversed and the third version was the mixed condition, in which whistles
from both languages were used for both alien species. In the same way,
the other three versions were constructed with emerged languages from
chain two and three. The number of items in the familiarisation (30),
practice (6) and combat (72) phases were the same as in the Þrst game
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design. There was one version with instructions in Dutch and one version
in English. This was the case because the experiments were conducted
inside a museum. It was part of a project, Science Live, that was carried
out in collaboration with Science Center NEMO in Amsterdam. This project
enables scientists to carry out real research using NEMO visitors as
volunteers. These visitors are mostly Dutch, but many foreign tourists
visit the museum as well. The experiment was again implemented as an
online applet, but this time all participants completed it on a desktop
computer, wearing Sennheiser HD202 headphones, in the designated
Science Live space of the museum.

In total, 72 visitors completed the game in this experiment. Their ages
ranged from 8 to 64 (mean age of 23) and 37.5 % were female. For Þve
participants, recorded data had to be excluded from the analysis because
the testing conditions were not always ideal in the museum. Sometimes
it happened that other family members or friends would interrupt the
participant during the game. Especially young children sometimes clearly
got distracted by parents, brothers or sisters. In addition, some very
young children wanted to participate only if they could Ôdo it togetherÕ
with their parent, which was of course allowed in this setting, but then
the data was excluded. These issues were all written down and linked
to participant numbers on the testing days, so that they could easily be
identiÞed and excluded during the analysis.

5.2.2 Results

The analysis was carried out in the same way as for the Þrst UFO game
experiment. For each participant it was determined how well they were
able to classify the new sounds as belonging to good or bad aliens
correctly. In total there were again 54 new items in the combat phase.
The results are shown in table 5.2. For chain one and four, the median d"

score was 1.499 in the intact condition and -0.411 in the mixed condition.
There is a signiÞcant difference between the distributions of d" in the two
groups (Mann-Whitney U = 132, n1 = 12, n2 = 11, P < 0.001). For chain
two and three, the median d" score was 0.443 in the intact condition
and -0.443 in the mixed condition. There is also a signiÞcant difference
between the distributions of d" in these two groups (Mann-Whitney U =
45.5, n1 = 25, n2 = 19, P < 0.001).

For chain one and four, the median score of correct classiÞcation was
41 in the intact condition and 24 in the mixed condition. There is a
signiÞcant difference between the distributions of the scores in the two
groups (Mann-Whitney U = 132, n1 = 12, n2 = 11, P < 0.001). For
chain two and three, the median score of correct classiÞcation was 31
in the intact condition and 25 in the mixed condition. There is also a
signiÞcant difference between the distributions of the scores in these
two groups (Mann-Whitney U = 58.5, n1 = 25, n2 = 19, P < 0.001).
These results suggest that also for the other two chains from the whistle
experiment, participants were able to learn the structure that was present
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in the emerged whistle sets. Moreover, this was not due to differences in
individual whistle styles or characteristics.

Condition
Chain 1&4 Chain 2&3

Intact Mixed Intact Mixed

Median d" 1.499 -0.411 0.443 -0.443
Median score 41 24 31 25

Table 5.2: Results of the follow-up UFO experiment. For both pairs of chains there
are signiÞcant differences between the scores in the two conditions, measured
as d! and as the median score of correct classiÞcation.

5.3 Discussion

Two experiments have been presented in this chapter, both providing ad-
ditional steps of analysis on the emerged whistle sets from the experi-
ment described in chapter 4. In that chapter the presence of combinato-
rial structure was qualitatively determined by inspecting the whistles pro-
duced in the Þnal generation as well as quantitatively by measuring a de-
crease of entropy over generations. These measures only captured struc-
tures as an outside observer, but did not take the productive use of the
learner of such structures into account. The results of the experiments
presented in this chapter demonstrate that the observed combinatorial
structure can be helpful when participants are asked to identify whistles
from different languages. In the Þrst experiment, only the two emerged
languages that seemed the most structured were used, and the whistles
were presented to the UFO game players unaltered. In the second experi-
ment, all emerged languages from chapter 4 were used and the whistle
sets were altered in such a way as to make sure the whistles from one
language were produced by different people and were re-synthesised to
remove most individual characteristics.

Of course, the presence of combinatorial structure can not be directly
inferred solely from the fact that participants were better able to distin-
guish the two languages in the intact conditions than in the mixed condi-
tions. It is easy to imagine a situation in which the two languages both
contain only one unique sound for each of the twelve words. In this case
the task would be impossible in the mixed condition and very easy in the
intact condition, without this being caused by any (interesting) combina-
torial structure. However, combined with the analyses that were presen-
ted in chapter 4 and the fact that the whistles in the two languages were
produced by participants in an experiment in which repeating the same
whistle was prevented, the UFO game experiments provide strong evid-
ence suggesting that Ôlanguage speciÞcÕ constraints and regularities are
present in the emerged whistled sets.
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In chapter 4 we saw that efÞcient coding and combinatorial structure can
emerge in a system of sounds that is culturally transmitted in the
laboratory. Those results demonstrated a possible route towards the
emergence of combinatorial structure in the sounds of speech. As
discussed in chapter 4, the Þndings from this experiment challenge
the hypothesis that Hockett (1960) introduced when he linked the
emergence of combinatorial structure to vocabulary expansion and
signal dispersal. Even in the case where only a small set of sounds is
transmitted and the signal space does not become maximally used,
combinatorial structure emerges in the experiment. The inßuence of
semantics, compositional syntax or iconicity was controlled for, as the
signals did not refer to any concrete meanings. In this manner, the
emergence of combinatorial sound categories as an independent
system could be studied. Obviously, in natural human languages
meanings are important and the role of semantics in the evolution of
linguistic structure should not be ignored (Schouwstra, 2012). Would the
introduction of semantics inßuence the emergence of combinatorial
structure at the level of phonology? In this chapter an experiment is
presented in which, as in chapter 4, artiÞcial whistled languages are
culturally transmitted, but this time the whistled signals refer to
meanings. As we will see, combinatorial structure emerges also in the
case that semantic referentiality is present.

6.1 Combinatorial structure versus iconicity

Like Ôduality of patterningÕ, the design feature of language that is central
to this thesis, another feature, ÔarbitrarinessÕ, was listed by Hockett
(1960) as essential to natural human language. This feature refers to the
arbitrary/unmotivated mapping between words and their meanings.
Hockett uses the words ÔwhaleÕ and ÔmicroorganismÕ as an example:
ÔwhaleÕ is a short word for a large animal, while ÔmicroorganismÕ is the
reverse. It has been argued that non-arbitrariness is rare in modern
languages and that it is irrelevant for understanding linguistic structure
(Newmeyer, 1992). More recently, however, researchers began to realise
that non-arbitrary form-meaning mappings may be more widespread
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than initially thought, both at the level of the word and at the level of the
sentence structure (Perniss et al., 2010). When exploring beyond
Indo-European languages, non-arbitrary form-meaning mappings seem
to play a large role in many languages (Dingemanse, 2012; Imai et al.,
2008; Perniss et al., 2010). This involves classes of words where for
instance the shape, complexity, sound or some other characteristic of
the meaning expressed is mimicked or iconically represented in the
word. Examples have been identiÞed as ÔideophonesÕ, ÔmimeticsÕ or
ÔexpressivesÕ and the phenomenon is often called sound-symbolism
(Imai et al., 2008). Sound-symbolic mappings can take different
forms. As Cuskley and Kirby (2013) describe, conventional sound
symbolism refers to the statistical correspondences between certain
clusters of similar forms and meaning classes, where sub-lexical
elements are systematically used for a certain semantic domain.
Sensory sound symbolism describes words that phonetically imitate
the sound their referent makes, such as ÔbangÕ or ÔbuzzÕ (which are
called ÔonomatopoeiaÕ), or words that cross-modally imitate other
characteristics of the referent, for instance based on vision, temporal
structure, touch, taste, smell or other domains (Cuskley and Kirby, 2013;
Dingemanse, 2011). Modern English may only have very little sensory
sound symbolism but it is no longer considered to exclusively have
arbitrary form-meaning mappings either, because conventional sound
symbolism does occur often. Form-meaning pairings can be identiÞed
that reoccur with strikingly high frequencies, like words starting with sn- ,
that often refer to concepts that relate to the nose or mouth (snore,
snack, snout, snarl, snort, sniff, sneeze, etc) (Bergen, 2004).

It has been shown that in the context of a lexical decision task
non-arbitrary form-meaning pairs are processed faster than arbitrary
form-meaning pairs (Bergen, 2004) and that sound-symbolic mappings
help young children in acquiring new words (Imai et al., 2008). Moreover,
it has been found that parents use sound-symbolic words in their
infant-directed speech more often than in adult-to-adult conversations
(Imai et al., 2008). These examples are among others that support the
idea that there may be processing and acquisition beneÞts for iconic
mappings in both spoken and signed languages (Perniss et al., 2010).
Perhaps iconicity helps learners to ground linguistic expressions in
sensory perception, although there are counterexamples as well. Some
studies bring the presumed cognitive ease of iconic mappings into
question, for instance by showing that very young children have
more difÞculty interpreting these (Tolar et al., 2008). Sound-symbolic
mappings in language have been connected to cross-modal mappings in
the human brain (Ramachandran and Hubbard, 2001; Simner et al.,
2010). There appear to be many cognitive biases in cross-modal
perception that are shared by humans. The bouba/kiki effect is one
famous example that shows a strong preference to relate sharp shapes
to the name ÔkikiÕ (or ÔtaketeÕ) and round shapes to the name ÔboubaÕ (or
ÔbalumaÕ) (Ramachandran and Hubbard, 2001). Many mappings have
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been investigated and identiÞed, especially in the visual-auditory
domain (Hubbard, 1996; Ward et al., 2006), but also for instance relating
taste to speech sounds (Simner et al., 2010). Such shared biases have
been argued to play an important role in the evolution of language, by
forming a starting point for the initial emergence of grounded speech
(Ramachandran and Hubbard, 2001). Under the assumption that cultural
transmission drives languages to become more learnable over time and
with the presumed cognitive ease of processing iconic mappings, we
may expect that iconicity would be preserved or even expanded in
language evolution over time. This is, however, not what is usually
reported. More often languages are assumed to develop towards
more arbitrariness, where systematicity competes with iconicity
(Goldin-Meadow et al., 1995; Theisen et al., 2010). Together, these
issues illustrate the need for a more detailed investigation into the role
of iconicity in language evolution.

Returning to the case of Al-Sayyid Bedouin Sign Language (ABSL), as
discussed in chapter 2, this is an example of a fully functional, express-
ive sign language which lacks the clear discrete and combinatorial
phonology that other languages have (Sandler et al., 2011). Could it be
the case that this young sign language was able to survive up to now
without duality of patterning because the manual modality allows for a
large degree of iconicity and the language is learnable and transmissible
even with limited phonological structure? When a system can support a
large amount of transparent, holistic mappings, perhaps there is less
need for combinatorial structure at the sub-lexical level (Sandler et al.,
2011). On the other hand, it has been shown that there is actually an
advantage for arbitrary mappings in acquiring word meanings in context
(Monaghan et al., 2011). A secondary objective of the experiment
described below is to investigate how iconic form-meaning mappings
inßuence the emergence of combinatorial sub-lexical structure. Two
conditions were studied: one in which the use of iconic form-meaning
mappings is possible and one in which the use of iconic form-meaning
mappings is experimentally made impossible. This is expected to
provide insights into the possible role of iconicity in the emergence of
duality of patterning since it may reveal whether a situation that allows
for more iconicity, can ÔsurviveÕ longer without the emergence of
combinatorial structure. In the domain of iterated learning experiments
with graphical systems, conßicting results have been found so far. del
Giudice et al. (2010) studied systems in which graphical signals 1

were transmitted in iterated learning chains and they observed the
emergence of combinatorial structure and a reduction of iconic forms
over generations. On the other hand, Garrod et al. (2010) used graphical

1 Most of the experiments conducted by del Giudice et al. (2012; 2010) made use of
the graphical signalling device that was designed by Galantucci (2005) and included a
transformation of the actual drawing, making iconic mappings less straightforward. However
in this comparison I refer to a speciÞc condition in which del Giudice did not use this device,
but the actual drawings themselves were transmitted. This was therefore very similar to
the conditions in the study by Garrod et al. (2010).
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systems as well, but here the forms remained iconic and complex in the
iterated learning chains.

In summary, the objective of this study is as follows. First and foremost, it
is investigated whether the addition of meanings leads to a result that is
similar to what was found in the whistle experiment without meanings, to
see if combinatorial structure also emerges in the presence of semantics.
Second, differences between the two conditions are investigated to see
whether iconicity could cause a delay in the emergence of structure.

6.2 Methods

In this experiment participants are asked to learn and reproduce whistled
signals with a slide whistle as labels for objects they see on a computer
screen. As in the Þrst whistle experiment, there were twelve whistled
signals in the training set in total. The meanings in this study are part
of a set of unusual objects that look like possible mechanical parts,
but they are novel objects for which there are no conventional names
in existing languages. The objects were selected as a subset of those
created by Smith et al. (2011) and were slightly modiÞed. To make sure
that the meanings are not easy to categorise, all objects are in blue tone
(transformed with a blue Þlter) and can therefore not be grouped by their
colour. They also do not share shapes or parts and are not structured in
any other obvious way 2 . Since this experiment attempts to investigate the
emergence of sub-lexical combinatorial structure, the recombination of
meaningless sounds into words, a meaning space with minimal structure
is desirable. Any possible categorisations in the meaning space could
cause semantics-related compositional structure to emerge, which would
make our results harder to analyse. A few examples of objects that were
used are shown in Þgure 6.1.

The last whistle sounds that a participant produced for each object were
used as the words for those objects in the input given to the next
participant. However, this is the point where the two conditions differ
from each other. In one condition, the ÔintactÕ transmission, the next
participant is exposed to the output of the previous participant exactly
as it was produced. The mapping from whistled signals to objects is kept
intact. In the other condition, the ÔscrambledÕ transmission, the output of
the previous participant is altered before it is given to the next person.
The produced form-meaning mappings are broken down by scrambling
the mappings at each change of generation and by using a different set
of objects between consecutive generations. In this way, if any iconic
relations were to emerge in the sets, they would only be helpful for
the participants in the Þrst condition. For the second condition, any

2 The meanings themselves have structure in the sense that they are complex objects
with sometimes many different parts, but what is meant here is that there is no systematic
structure between the items in the set, making it difÞcult to identify similarities or group
items in the set into categories.
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Figure 6.1: Examples of novel objects used in the experiment. These objects
were created by Smith et al. (2011) and were slightly modiÞed. To reduce potential
categorisation according to colours in the meaning space, all objects are in blue
tone (transformed with a blue Þlter).

semantics-related structure is broken down in between the transmission
steps. Only the signal sets themselves stay intact. Figure 6.2 shows a
visual representation that explains the two conditions.

6.2.1 Procedure

Before the start of the experiment participants read a story to make
the task more engaging. They were told that an alien space ship had
crashed on earth and that the aliens need their help to repair their ship.
To be able to help the friendly extraterrestrials, participants need to learn
twelve words for alien space ship parts. The best way to imitate the
sounds these aliens make is to use a slide whistle. Instructions on the
task were given both in spoken and written form and there was time
for participants to ask questions in case anything was not yet clear. The
written instructions can be found in appendix C.1. Before the actual
experiment started participants signed an informed consent form and
completed a background questionnaire. After this, they were given some
time to practice using the slide whistle. During the experiment they
completed three rounds of learning and recall. The Þrst two learning
phases were followed by a Ôguessing gameÕ before the recall phase. In
the learning phase the objects and their corresponding whistle were
presented one by one in a random order, and participants recorded an
imitation of the whistle. In the recall phase a panel was shown with a
button for each object and the participant had to choose each of the
objects once to record the right whistle for it from memory. The guessing
phases were introduced in this version of the experiment to encourage
people to keep paying attention to the mapping between whistle sounds
to objects. In this guessing phase the whistles were played one by one in
a random order and for each whistle the participant had to choose the
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a The condition with intact form-meaning mappings

b The condition with disjoint object sets and scrambled
form-meaning mappings

Figure 6.2: a : The next person in a chain was exposed to the exact pairs of
whistles and objects that the previous person created. b : The next person in a
chain was exposed to the exact set of whistles that the previous person created
but from one person to the other the set of objects was replaced and the whistles
were randomly paired with the objects. Two sets of 12 objects were alternated
and each was used every other generation so that the odd-numbered generations
saw one set, and the even-numbered generations the other set.
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right object from a panel. This was done with half of the whistle-object
pairs after the Þrst learning phase and with the other half after the second.
After the last recall phase participants were asked to complete a post-
participation questionnaire and there was a debrieÞng. The whistles from
the last recall phase were used as training input for the next participant,
depending on the condition either with intact whistle-object mappings
or scrambled and with other objects. Transmission was continued from
person to person until there were eight generations in each chain and
four chains per condition. The entire procedure took place inside a sound-
proof booth and it took approximately 60 minutes in total. In Appendix C.2
a screenshot of the user interface that was created for this experiment is
shown.

6.2.2 Initial input sets

For this experiment two separate initial whistle sets were constructed.
Each set was used as the starting point for half of the chains in each
condition. The whistles were taken from the database of whistles that
were collected during the pilot preceding the original whistle experiment
described in chapter 4. During this pilot, whistle sounds were created by
people who were asked to freely record a number of whistle sounds and
a database was constructed from these recordings. The two initial sets
were constructed so as not to exhibit combinatorial structure. To achieve
this, the entropy measure for quantifying combinatorial structure from
the original whistle experiment was used. Sets of twelve whistles were
generated randomly from the database until two sets were found with no
overlap, which had a comparable and relatively high measured entropy
(4.18 and 4.28). Figure 6.3 shows the two sets of twelve whistles plotted
as pitch tracks on a semitone scale using Praat (Boersma, 2001).

6.2.3 Reproduction constraint

As was described in chapters 3 and 4, experiments that involve iterated
learning without a pressure for expressivity tend to result in systems of
signals with under-speciÞcation. We have seen in chapter 3 that this
problem is not resolved when the signals are continuous and less
likely to be exactly the same as each other. Therefore, a reproduction
constraint was used in this experiment as well. The constraint was very
similar to the one that was used in the original whistle experiment. When
a participant produced a whistle for an object that was too similar to
another whistle that had already been produced for another object, the
program told the participant that this whistle had already been produced
and asked to redo the recording. Informed by the observation in chapter
4 that participants tend to remember whistles in terms of the movement
they make with the whistle plunger, the whistles were compared using a
distance measure that is different from the one that was used in the
reproduction constraint in the Þrst whistle experiment. The distance
measure was a linear combination of different separate measures,
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Figure 6.3: The initial whistle sets used in the experiment
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combined as follows: 0.3Dm + 0.6Dmd + 0.2Di + 0.05Dd where Dm is the
Dynamic Time Warping (DTW) (Sakoe and Chiba, 1978) distance
between the two movement tracks which were computed from the pitch
tracks in the same way as described in chapter 4, section 4.4.1, Dmd is
the Dynamic Time Warping distance between the derivatives (Keogh and
Pazzani, 2001) of the movement tracks, Di is the DTW distance between
the two intensity tracks, Dd is the difference in duration, computed
following equation 6.1, where d1 and d2 are the lengths of the sampled
movement tracks (at 500 samples per second).

| log(d1/ d2)|
log(d1 + d2)

(6.1)

Again, data collected in the pilot study was used to create this measure
and to determine the coefÞcients. The participants in this pilot all imitated
the same set of 10 whistles and the dataset created from these responses
was used to Þnd the set of coefÞcients that resulted in the highest whistle
recognition score. As in the original whistle study, the distance below
which two whistles were considered the same was set at a relatively
low value (0.02). In this way, participants could still produce relatively
similar whistles and it would not inßuence the outcome of the recall
phase in any way other than to reject doubles. This was effective, since
after all data was collected, we could measure that 70.3 percent of all
participants were never asked to redo their recording and on average
it happened only 0.6 times per participant within the entire duration
of the experiment. This prevented the initial introduction of accidental
repetitions well enough to prevent a collapse and variation was preserved
much better than without the constraint. In pilots that were done with
no constraint, the Þnal whistle set often showed the reuse of the same
whistle up to 5 times in the same set and most whistles were used at least
twice. This was deÞnitely not the case in the results presented below with
the constraint in place.

6.2.4 Participants

In total 64 participants took part in the experiment. They were divided
over eight transmission chains, four in each condition. Participants were
recruited from the University of Amsterdam community through posters
and e-mail invitations. All participants were between the ages of 19 and
41 years old, 43 were female and 21 male. In each chain either two or
three men participated. They were compensated for their time with a
cash payment of 10 euros.

6.3 Qualitative results

This section describes qualitative observations to give a Þrst impression
of the data. First, the internal structure of the whistle sets is investigated
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Figure 6.4: Development of structure in a chain from the scrambled condition.
Half of each of the whistles in the Þrst row is borrowed and reused to form a new
whistle. The left part of the smooth whistle is also reused and combined with
existing whistles. These are then reproduced and all kinds of other variations on
this appear.

and compared to the structure that was found to emerge in the experi-
ment without meanings. Second, the role of iconic form-meaning map-
pings is assessed. Appendix C.3 shows the complete transmission chains
that resulted from this experiment.

6.3.1 Internal structure in whistle sets

On the level of the signals, independent of the objects they refer to, it
can be observed that structure develops in a manner that is very similar
to what could be observed in the experiment without meanings. Whistles
were introduced that were clearly related in some way to the form of
whistles that already existed in the set. For instance mirrored versions,
combinations of existing whistles, repetitions of the same pattern within
a whistle or whistles with similar shapes but different whistle manners
appeared. Figure 6.4 shows an example of a development in one of the
chains in the scrambled condition. Here, at generation four, two whistles
are in the set that follow approximately the same shape in pitch contour
(down and up), but are whistled in a different manner. One of them is
whistled in a smooth and unbroken fashion and the other is more staccato-
like and broken into pieces. In generation Þve, one half of each of these
whistles is borrowed and reused to form a new whistle. The left part of
the smooth whistle is also reused and combined with existing whistles. In
later generations, these are reproduced and all kinds of other variations
on this appear, such as ones that are mirrored again as a whole.

80



6.3. Qualitative results

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 8.412
Time (s)

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 1.58
Time (s)

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 3.18
Time (s)

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 2.976
Time (s)

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 4.334
Time (s)

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 1.872
Time (s)

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 4.34
Time (s)

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 3.346
Time (s)

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 3.616
Time (s)

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 3.204
Time (s)

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 4.48
Time (s)

P
itc

h 
(s

em
ito

ne
s 

re
 C

4)

7

42

0 4.86
Time (s)

P
er

so
n 

4
P

er
so

n 
5

P
er

so
n 

6
P

er
so

n 
3

P
itc

h 
(S

em
ito

ne
s 

re
 C

4)

P
itc

h 
(S

em
ito

ne
s 

re
 C

4)

Time (s)

Time (s)Time (s)Time (s)

Time (s)

Figure 6.5: Development of structure in a chain from the intact condition. The
whistle on the Þrst row seems to be an example for two new whistles in the next
generation: one with one ÔbumpÕ and another with two. The Ôtwo-bumpÕ whistle
is starting to be reused and combined with another pattern and in generation
six both the one-bump and two-bump whistles are being reused, mirrored and
recombined more widely.

Figure 6.5 shows an example from one of the chains in the intact condition.
In this example one whistle from generation three seems to be used as
an example for two new whistles in the next generation: one with one
ÔbumpÕ and another with two. In generation Þve the Ôtwo-bumpÕ whistle
starts to be reused and combined with another pattern and in generation
six both the one-bump and two-bump whistles are being reused, mirrored
and recombined more widely. An existing whistle with several up and
down movements is even segmented into two parts, where the Þrst part
is again the two-bump whistle.

To examine the Þnal result of these gradual changes in the chains,
we can look at the set of whistles produced by the eighth and last
participant in a chain. Figure 6.6 shows a fragment of such a set
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from the scrambled condition and here we can identify a clear
combinatorial structure. There is a set of building blocks (short level
notes, falling-rising slides, rising-falling slides and falling or rising slides)
and these are reused and combined in a systematic way to create the
whistles in the set. For some of the whistles, there is another version that
is mirrored vertically and a pattern of short notes of alternating pitch
height seems to be a recurring theme. The set has become very
constrained as well, for instance in terms of the complexity of the
falling-rising patterns and the overall variation in the type of building
blocks that are left.
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Figure 6.6: Fragment from the whistle set produced by the last participant in a
chain from the scrambled condition. Whistle sounds are plotted as pitch tracks
on a semitone scale. Basic building blocks can be identiÞed.

6.3.2 Segmenting whistles into building blocks

As compared to the original whistle experiment, the emergence of a
discrete set of basic elements seems to have happened in more varied
ways in the current study. In the original experiment it was quite clear,
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Figure 6.7: A structure where silences do not determine segment boundaries.

when observing the whistles qualitatively, that the silences (or pauses
in the air stream) were solid indicators for where one segment ended
and another one began. In the current study this appears not to be the
only manner in which discretisation can be observed. Here, we also
Þnd structures that are combinatorial, but non-sequential or sequential
without silences. Figure 6.7 for example shows a system in which all
whistles are smooth, unbroken movements that differ from one another
only in the number of falling and rising slides.

Figure 6.8 shows another example, where the same whistle shape, or
movement, is reused several times, but each time with some parts
realised in a different whistle manner (broken or smooth). This
observation is taken into account in the quantitative analysis, described
in section 6.4 and for which details can be found in appendix B.4.

6.3.3 Iconic whistle-object mappings

When talking about mappings between whistle sounds and alien objects
one may wonder how a whistle sound can iconically depict such a visual
object. In general, it is difÞcult to identify iconic relations as an outside
observer, since iconicity is partly subjective and depends on experience
and individual history. Whether a signal is iconic depends on how
the receiver interprets it and this interpretation may be based on
resembling associations for one person while they are purely symbolic
for another (Keller, 1998). However, some examples could be found in
the form-meaning pairs in the current data and iconicity could take
several different forms in these examples. Most often, the shape of the
whistle, or the pitch contour, would mimic certain features in the object.
This could for instance be the overall shape of the object (round shape
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Figure 6.8: A structure where recombination is not solely sequential.

matched with curvy contour), the orientation of the object (long object
placed on diagonal matched with one long falling contour) or the amount
or direction of visually distinctive parts on the object (object with a
certain number of distinctive parts on top of each other matched with
whistle consisting of a comparable number of sounding parts with
rising contour). It should be noted though that these are subjective
observations and that it is not necessarily the case that the participants
would agree with, or would be aware of the structural similarities
between whistle and object as described. Judging from the observations,
iconic mappings were not found to be widespread throughout the
whole experiment. Figure 6.9 shows a few examples of clearly iconic
form-meaning mappings that were encountered.

In some instances a clear shift could be observed in the data from iconic
holistic signals towards non-iconic signals that became part of the combi-
natorial system. Figure 6.10 shows such an example. In this example a
signal emerges that clearly mimics the shape of the object. This signal is
copied by subsequent generations, although not perfectly. At some point
a mirrored version of the signal is produced, which is equally iconic. To-
wards the end of the chain however, we see that the signal gets altered
in such a way that it loses its iconic relation and starts to Þt better with
the rest of the system that emerged.

Participants Þlled out a post-participation questionnaire in which they
were asked to describe their speciÞc strategy (if any) for remembering
the pairs and whether they thought the whistles and objects Þt well
together. Often participants reported strategies in line with the
observations described in the previous paragraph. Other strategies that
were reported involved: imagining how the object would sound and
linking this with the whistle, imagining how the object would move and

84



6.4. Quantitative results

Figure 6.9: Examples of iconic whistle-object pairs in the data. The Þrst shows
how the holes in the object that are arranged from the bottom to the top and
become bigger are iconically depicted as a sequence of notes in a rising pattern.
The second shows how the shape of the object is mimicked in the pitch contour.
The third shows how the orientation of the object is imitated in the pitch contour.

linking the pitch contour with that, or linking the object with some
real object they know and linking the whistle with the sound that
object would make. These reports further illustrate the subjectivity of
form-meaning resemblance.

In summary, the structures that emerged in the sets of whistled signals
resemble the discrete and combinatorial structure that emerged in the
experiment without meanings, although there seems to be more variation
in the way the signalling space is discretised: building blocks are not
always straightforwardly segmented out by using silences as segment
boundaries. Qualitatively, no difference could be observed between the
structures in the two conditions. By observation, examples of iconic
form-meaning mappings were not found to be abundant in the data,
but participants did report often to make use of structural similarities
between whistle and object as a strategy for remembering the pairs.
However, these strategies were presumably very personal and subjective.

6.4 Quantitative results

This section describes a quantitative analysis that was used to assess
whether the observed developments of structure are consistent across
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