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Abstract

This study explains vocalizations of non-syllabiegmositions in Czech. It overcomes the
limitations of previous research — which only expdal vocalizations in a limited number of
environments (K&éera 1984), or presented analyses with an otherwmsgtested syllabic
pattern of ‘pre-syllables’ (Ktera 1961), or had to assume a derivational analysascount
for some of the prepositional forms (Rubach 2000) — by shgwthat all phenomena
concerning prepositional vocalizations can be erpthusing thesimplest principlesvidely
attested in the language. The analysis present#srstudy thus accounts for vocalization
patterns in all possible environments, and it canwithout any special syllabification
strategies such as ‘pre-syllables’. Most importgnthe long-held belief that prepositional
vocalizations occur to lessen speakers’ articwagdort (HruSka 1984, Havranek & Jetka
1981) is replaced by a more plausible explanafldre explanation proposed in this study is
listener-orientedi.e. it is claimed that when a vocalized prepositioows it is for the listener
to be able to recover the preposition. Interesyinglis found that not only onset properties
but also language-specific preferences for padrcyirosodic structures determine the
vocalizations. Crucially, unlike the previously paosed explanations, this study also fully
clarifies the causes of the widely attested betweand within-speaker variation in
prepositional vocalizations in certain contextss lalso shown that vocalizations in other than
non-syllabic prepositions do not require a sepamaehanism but can well be explained by
the mechanisms presented in this paper. The grammposed in this study is formalized by
a model that operates on five levels of represemtabetween the morpheme and the
articulatory form. The model is created within fr@mework of Bidirectional Phonetics and
Phonology (Boersma 2007). All the claims that thespnt analysis makes are supported by

results of learning simulations.



1 Introduction

This paper focuses on non-syllabic prepositiongphe@nomenon found in many Slavic
languages (e.g. Russian, Slovenian, Polish, SloGalech). Non-syllabic prepositions can
have the form of either a single consonant (e.domu‘to a house’) or can beocalized,.e.

the consonant is followed by a ‘fill’ vowel (e ke kolu'to a bike’), and thus become syllabic.
The present study is about the vocalized and naahz®d forms of non-syllabic prepositions

in Czech.

It has been widely acknowledged (Dickins 1998ermak 1996, Keera 1984,
Havranek & Jedtika 19813 that there is a rather high variability in Czechihwespect to
when the vocalizations of non-syllabic prepositiaesur and when they do not occur. Only
few studies address this question directly (Dicki@98, Kuiera 1984), but no definitive
generalization has been made available yet. Itriia to give a more accurate and
systematic explanation of the distribution of vawadl and non-vocalized non-syllabic
prepositions, which represent almost 60 % of oenges of all the Czech prepositions
(Cermak 1996). This study aims at modeling the Czapstakers’ grammar in order to fully
account for the observed distribution of non-sytigtrepositions. | will first present a set of
generalizations, based on the phonological and hwephonological propertidsof the
prepositions and their post-contexte.(words that they pre-modify), and then create aehod
of Czech speakers’ grammar, which will be able redpt what we observe and, at the same
time, will account for the variation that is indigpbly present in the use of the vocalized and
non-vocalized forms of the prepositions. In simiolag with virtual learners, | will show that

the proposed grammar is learnable.

! All translations of quotes from languages othantEnglish are mine.

2 Since most literature on the topic considers Baarr@zech (the variety of Czech spoken in
Bohemia, the western part of the Czech Republig)lll too, consider and model the Bohemian
variety in the present study. | will provide notesthe Moravian pronunciation (the variety spoken i
the eastern part of the country) where marked andistent differences are observed.

%] ignore all other factors such as idiomatizatispeaking style, degree of clarity, or phonetic
structure ofprecedingwords (.e. the nature of their final consonant); see Dick{h898) for a
discussion of these.



In Section 2, | give a description of the distribat of the four non-syllabic
preposition pairk — ké (‘t0’), v — ve(iin’), z — ze('from’), s — se(‘with’) . All observations
reported in this study are based on the analysih@fSYN2005 subcorpus of thézech
National Corpus A brief note on vocalization effects found in eth always-syllabic,
prepositions such axl — odg'from’), bez — bez€without’), pred — gede(‘before’) is made
as well. Since vocalizations in the always-syllgimepositions are extremely rare and seem to
appear mostly in idiomatized expressions (whichigrmred in this study), in the present
analyses, attention is paid primarily to the nollagyc prepositions and their vocalized forms.
Crucially, the final model of the speakers’ gramnthat | create on the basis of the
vocalizations observed in non-syllabic prepositiovib account for the vocalization of the

always-syllabic prepositions as well.

Section 3 gives an overview of studies that progagmeralizations and explanations

for the prepositional vocalizations, with more @3 explanatory power and/or accuracy.

Section 4 presents in detail the steps of formaizihe Czech grammar of
prepositional vocalization and Section 5 describdgst of the grammar done by learning

simulations and the results thereof.

The main findings of this study and suggestionsfiibure work are summarized in

Section 6.

* In the present study | ignore the other, rarelyuodng, vocalized form of this preposition —
ku. In contemporary Czech, it seems to be used aonly few idiomatized expressions (suchkas
prospechu ‘to the benefit’); it used to occur before bilabiensonants (such as ku Praze‘to
Prague’) but it nowadays sounds obsolete (as&ku(1984) also observes).



2 Description of the data and generalizations

Prepositions in Czech pre-modify a noun phrasewtrel that they immediately precede may
thus be a noun, an adjective, a numeral, a pronmuan adverb. It seems that the nature of
the onset cluster that results from linking the-sghabic preposition to the word is a primary
determiner of whether the preposition will take ttoealized form or not, while the prosodic
structure of the whole sequence formed by the @i#pn and the immediately following

word may as well play a role in assigning the farfnthe preposition.

2.1  Simple onsets: the clear-cut cases

The non-vocalized forms of the prepositions occhemever the following word starts in a
vowel (in its spelled form); in Czech, such worde eealized with a glottal stop before the
vowel (Hala 1962:280, 379).

Next, if the preposition is followed by a simpleset, and the onset consonant differs
at least in place or manner from the prepositibentthe preposition takes its non-vocalized
form. If the simple word onset is followed by alapicr orl, /r/, /1/, the prepositions take
their non-vocalized form, too. Examples of pregoss followed by vowel-initial and single-

consonant-initial words are given in (1a) and (Ibjpectivelythe spelled forms are listed

® Importantly, note that this statement seems td baly for the varieties of Czech spoken in
Bohemia. In Moravia, if a vowel-initial word is preded by a non-vocalized non-syllabic preposition,
the glottal stop is usually not pronounced and ¢basonant of the preposition, if underlyingly
voiceless, is realized as voiced. That is, thegethpe phonetic forms of the first four examplegin
uttered by a speaker of the Moravian dialect wél fgoknu/, /vokne/, /zokna/, /zoknem/.
Hala (1962) judges this to be an incorrect prormatiam. However, this with no doubt is the norm in
the Moravian variety of Czech. Palkova (1994:326igs this as well.

® Note that the Czech orthography is transparentefxfor voicing). With respect to the
presence or absence of vocalization it reflectsptmunciation. Therefore, whenever a vocalized
form of a preposition is used, this will also beowh by the orthographyi.e. /ke/ and /k/
correspond t&e andk, respectively.



(first column) together with their meanings (secaadumn) and their phonetic realizations

(third columny.

(1a) VOWEL-INITIAL WORDS

k oknu ‘to the window’ /k2oknu/
v okr¢ ‘in the window’ /f2okne/
z okna ‘from the window’ /s?okna/
s oknem ‘with the window’ /s?oknem/

(1b)  SMPLE-ONSET WORD$

k domu ‘to a house’ /gdomu/

k choti ‘t0 a spouse’ /kxoct/

k Brnu ‘to Brno’ /gbrnu/

k mistu ‘to a place’ /kmi:stu/
k vo¥ ‘to the water’ /kvoze/

v parku ‘in a park’ /fparku/
v zemi ‘in the ground’ /vzemI/

v mize ‘in the mist’ /vmlze/

vV mist ‘in a place’ /vmi:sce/

" The phonetic symbols used in this study are IPA.

& Note in the phonetic representations that thevumalic preposition assimilates in voicing to
a following obstruent, but not to a following soaot. This is because generally in Czech, obstruents
but not sonorants trigger regressive assimilafidre prepositiors is a special case as it can be both
assimilated in voicing to the following sonorantpreserve its voicelessness. Another special case i
the phonemeg'v/, which does undergo regressive assimilation but is nat sblrigger it itselfj.e.
/fparku/ ‘in a park’ but/kvo3je/ ‘to the water’; Palkova (1994:328-331).



z domu ‘from a house’ /zdomu/

z filmu ‘from a movie’ /sfrlmu/

Z mista ‘from a place’ /zmi:sta/

s domem ‘with a house’ /zdomem/

s filmem ‘with a movie’ /sfrlmem/

S mistem ‘with a place’ /smi:stem/or/zmi:stem/

If the preposition and the following onset consdn@ave identical place and manner
speficications (irrespective of their underlyingesifications for voicing), the preposition
always takes its vocalized form, for examples 2@@. (I stress here the fact that it is phace
together with the manneof the onset consonant that must be identicalh# glace and
manner of articulation of the preposition to catise preposition to vocalize. It has been
abundantly but incorrectly noted by Dickins (1998t the vocalized forms of prepositions
occur when the following consonant is homorganithi preposition (p. 210, 213, 214, 215,
228). The search of the SYN2005 corpus shows tmatetis, for instance, not a single
example of a word beginning in a simple onset fatrnhgy /x/ that is preceded by the
vocalized prepositiorke (i.e. words such aghata /xata/ ‘a summer house’ ochalupa
/xalupa/ ‘a cottage’ are always preceded by the non-voedligrepositiork). Similarly,
any word beginning in a single alveolar plosive Woalways be pre-modified by the non-

vocalized forms of the prepositioasndz; see the examples in (1b).

The corpus analysis shows, in line with what presistudies claimed (Kera 1984),
that the always-syllabic prepositions behave diffély from the non-syllabic prepositions
when the (final) consonant of the preposition enitical (after voice assimilation) to the onset
of the following word. The identity between the tveegmentsif. between the final
consonant of the preposition and the following ¢ns$erdly causes vocalization of the

always-syllabic prepositions, see (2b). In thisggddocus on non-syllabic prepositions but in

° After regressive voice assimilation in an obsttugtaster, the obstruents surface all as either

voiced or voiceless.



the final section of this study | will show thatesnually, in both the non-syllabic and always-
syllabic prepositions, vocalizations are handledh®s same principles, contrary to ¢aua’s
(1984) claim that vocalizations in the two grougspoepositions are affected by different

factors and should be dealt with separately.

(2a) DENTICAL ONSETS NON-SYLLABIC PREPOSITIONS

ke kolu ‘to a bike’ /kekolu/

ke gélu ‘to a goal’ /kego:lu/

ve fyzice  ‘in physics’ /vefizitse/
ve vesnici  ‘in a village’ /vevespitsI/
ze zema ‘from the ground’ /zezemne/

ze syra ‘from cheese’ /zesiira/

se zemi ‘with the ground’ /sezemi:/

se syrem ‘with cheese’ /sesi:irem/

(2b)  IDENTICAL ONSETS ALWAYS-SYLLABIC PREPOSITIONS
oddomu  ‘from house’ /oddomu,/*°

bez syra ‘without cheese’ /bessiira/

2.2  Complex onsets: high variability

In (3) | give a list of word onsets ordered fronp te onsets that always occur with the

vocalized prepositioni.g. identical onsets), to bottom — onsets that alwaysur with non-

° The Czech underlying phoneme inventory does netado phonologically long consonants.
Héla (1962:216) notes that on the surface, adjadentical consonants are more or less tied togethe
and can be phonetically realized as a slightlygrgéd consonant; they merge into a phonetically
single short consonant only in less careful speech.



vocalized preposition. The list is based on theléacies observed in the SYN2005 corpus.
The exact percentages are not given here becaaseothus is not a spoken but a written
corpus, which can partly affect the proportion otalizations, and neither can it provide data
on between- and within-speaker variability. Morepvet all word onsets that are possible in
Czech are present in the corpus with each of the feepositions. However, the tendencies
are expected to reflect the actual situation thatttested in the spoken language, at least with

respect to the onset-type dependent amount of pitepwal vocalizations.

The list in (3) is divided into 3 parts, (3a) thghu(3c), corresponding to the four non-

syllabic prepositionss(andz are listed together because they only differ ircvg, a feature

in which they most often assimilate with the figinsonant of the onsetBecause the
prepositions differ from each other in place andhn@a of articulation, it is not surprising that
there are slight differences in which onsets avergin (3a), (3b), and (3c), and how they are
ordered. Eventually, in Section 4.7 it will be gseébat the generalizations drawn from (3a),
(3b), and (3c) are similar irrespective of the joatar features employed in determining the
degree of the preposition-onset similafityThe list in (3) is an overview of the general
tendencies in the corpus, on the basis of whiclillpropose generalizations, which apply to

the vocalizations of all the four non-syllabic posjtions.

(3)  PREPOSITION FOLLOWING-WORD ONSET VOCALIZED

(Ba) k /k/,/g/, /kC/, /gC/ always
/skr/, /skv/, /Skv/

/sk/, /Sk/, /sx/ often

! Note that before the personal prongaril’ in oblique cases (which all start in the onset
/mn/ or /mn/) and traditionally also before the pronouechery f§exen/ ‘all’ the vocalized form of
the prepositions, both the always-syllabic and sgtabic, is always used; in this paper | ignoresth
cases as they have been considered to be lexitaliesthe presence of the vocalized form does not
seem to be due to the properties of the onset {¥EckO98). Comparke mi@ /kemne/ ‘to me’ andk
mestu /kmnpestu/ ‘to town’, k mesici /kmnesi: {51/ ‘to moon’; ode ne /odemne/ ‘from me’ and
od n¥sta/odmnesta/ ‘from town’, od n¥sice/odmnesi: {se/ ‘from moon.

10



/rt/,/rv/, /18/,/13/

/tsc/, /fst/, /fsp/

/st/,/sp/, /st/

/xr/,/xr/, /x1/, /xv/, /Av/, /Ar/ sometimes
/vzn/,/dr/, /br/, /tr/,/dn/, /tm/, /ps/
/ml/, /pl/, /tr/, /pr/, /mr/ rarely
/t/,/e/,/£/,/1/, /s/... etc. never

(Bb) v /£/,/v/,/£C/, /vC/ always
/rv/,/1lv/, /rt/, /13/, /18/ often
/skv/, /Skv/, /skr/, /sf/, /zdv/
/sv/,/zv/, /xv/, [fv/
/sb/, /sp/, /sk/, /Sk/, /zd/, /zb/ sometimes
/av/, /tv/, /8r/, /tr/, /dn/, /to/, /ps/
/ml/, /pl/, /tr/, /pr/, /mr/ rarely
/t/,/o/, /k/, /1/,/§/... etc. never

(Bc) zs /s/,/z/,/sC/, /zC/ always
/rt/,/rv/, /13/, /18/ often
/vz/,/fs/, /tsc/, /£§/
/31/,/3v/,/3v/,/§1/./Sp/. /SK/, /§v/, / S/
/tr/,/mzd/, /dn/, /tm/, /ps/ sometimes
/ml/, /pl/,/tr/, /pr/, /mr/ rarely
/t/,/o/, /k/, /1/,/f/... etc. never

11



The list in (3) confirms that in words with simplesets, as has been noted in the Section 2.1,
absolute identity results in exclusive vocalizaticand non-identity in exclusive non-
vocalization. With complex onsets we encounter highability: the greater the similarity of
the segments in the resulting consonant clusteichwis created when the non-vocalized
preposition is linked to the following onset, thena likely it is that the vocalization will
occur. The vocalization is variable in all caselseotthan the case of identity between the
onset-initial segment and the preposition, while tlegree of optionality in assigning the
vocalized or the non-vocalized form of a prepositiaries greatly between and within

speakers (Dickins 1998, Kera 1984).

For instance, the onsetsk/ will always require prepositional vocalization whe
preceded by the prepositigror z this is because of the identity between its Segment and
the preposition. Next, when such an onset is pextéy the prepositiok, vocalization will
be required very often (almost always); this isduse the second segmene. /k/, is
identical to the preposition; the resulting cludiemmed by the preposition and the onset is
thus /ksk/. In such a resulting cluster, there are 3 condsndout only two of them are
different. Last, with the prepositionthe vocalization will sometimes occur, but it wolécur
less often than with the prepositi&nThis is because the resulting clustey isk/; within
this cluster no segment is identical in both itacel and manner specification to any other

segment.

The fact that more similar clusters require vo@ipreposition more often than less
similar clusters naturally implies that more complensets will tend to incorporate more
similarity than less complex onsets. For instarsceyord onset such g&skr/ will always
contain more similarity than an onset suclyak/ irrespective of whether it is preceded by
the prepositiork or v. In other words, botlikskr/ and/fskr/ contain more similarity than
/ksk/ and /fsk/, respectively. In/kskr/ there are two identical consonants, and two
consonants that are both alveolar fricatives, winle¢’ksk/ there are only two identical
consonants. Similarly, inffskr/ there are three voiceless fricatives, two of whicve
identical place features, while jif sk/ only two fricatives have an identical place featut
therefore seems that out of the definition of samty, the complexity of the resulting onset
emerges as a related factor that also contribatebe prepositional vocalization. Another

example of the interaction between onset similaaitg complexity is found in onsets that

12



beginin/3z/ or /§/ and are preceded by the prepositisns z. If such an onset is simple, the
vocalization ofs andz is not at all obligator}? and it takes place considerably less often than
if the onset contains a second C. This is becadda@ an extra alveolar segment/igl/,
/3r/,or/§1/ (as opposed to the simplg/ or /§/) or an extra voiceless labial segment in
/Sp/ yields greater similarity within the resulting ets such agzz1/, /zzr/, /s§1/ or

/s§p/. See section 4.7 for a more detailed analysibedd two related factors.

Interestingly, from the list in (3) it is seen thdwere is a type of onsets, which —
irrespective of their similarity — very often brimdpout obligatory vocalizations. These onsets
have the form sonorant — obstruent (SO), érd./. The explanation that | propose is that the
pre-modified word wants to preserve its syllabittgra. It has been put forth that the non-
syllabic non-vocalized prepositions become a pathe following syllable (Petet al 1986,
Rubach 2000). If a word such d@siti /. rtu.cx./ ‘mercury-DAT’ is preceded by a non-
vocalized preposition (e.§.rtuti ‘to mercury’), there are two possibilities withspect to the
syllabic status of thér/. | will now describe the two possibilities and shthat both of them

are somehow problematic.

Either, the sonorantr/, which is not syllabic in the wonduti and is the first C of the
onset/rt/, can become a second C of a OSO opiskrtu. c1. /. Or, the/r/ can become
syllabic, thus forming a nucleus of a CV syllabt¢, which the prepositiork is an onset
/.kf.tu.cz./. The problem with the first scenario is that agiaage such as Czech,
which has a syllabi¢r/, does not allow OSO clusters where the S is ndlaksg™® (such as
in/.kr.tek./ ‘amole’). However, the'r/ in preposition-word sequences suctkaguti
is never realized as syllabic. If in the languagead such astuti is preceded by a non-
vocalized preposition, which happens in the miyoot cases, thgr/ stays non-syllabic.
There thus seems to be a tendency in the langoageserve the consonantal status of this
word-initial /r/. The easiest way to do this, then, is to vocalize preposition,i.e.

/.ké.rtu.CI./.

12 Kucera reports that exactly in 50% of these casepréosition is vocalized.

13 |f the sonoran¢1/ or /r/ (and in a few cases algm/ and/n/) is between at least two
consonants within a word, or is word-final and eed by at least one consonant, then it is syllabic
(Palkova 1994:270).

13



Besides the aforementioned resulting cluster smtylgplus its related complexity),
and the sonority contour, there is another fadiat affects the form that the preposition will
take: it is the prosodic structure of the wholeuhisg preposition-word sequence; how
prosodic structure influences the vocalizationsncame read off from the list in (3) but will
be illustrated in (4).

Stress in Czech falls on the first syllable of ardvdf a word is pre-modified by a
monosyllabic primary prepositioh) the stress is shifted from the word’s first sylato the
preposition (Palkova 1994:338). The preposition #re immediately following word thus
form a prosodic word with initial stress. Prosodiords in spoken Czech are mostly
bisyllabic (42%) and trisyllabic (30%; Palkova 19285). Monosyllabic words in Czech are
well attested, but monosyllables that are formea tight syllablé® occur only rarely (Kager
1995).

Taking into account the properties of Czech desdrilm the previous paragraph, |
argue that the extent to which the vocalized fofra preposition is obligatory depends on the
syllabic structure of the resulting prosodic wofdom the examples in (4) it becomes clear
that onset complexity and similarity are not thdyofactors affecting the vocalization.
Monosyllabic words (with a complex onset) — mosligdiorily if the monosyllable is light
(compare e.g. the variation ke pam/k pam and the obligatory vocalization ke ps) —
almost always require the vocalized prepositiomg@®osed to longer words that start with the
same onset. In line with the well-attested higly@iency of bisyllabic and trisyllabic prosodic
words, and the extremely low frequency of light msyllables in Czech, it seems that the

preferencdor bisyllabic words andgainstlight monosyllables is reflected in the forms the

14 Czech has two classes of prepositions. Primarggsigons such as all those that are dealt
with in the present paper, and secondary prepasitisuch askolo ‘about’, misto‘instead of’. The
latter class, but not the former class, can cautlydemantic meaning and can thus function as an
adverb or a noun if standing alone. (Hala 1962:3F0)thermore, the stress in phrases with the
secondary prepositions and with polysyllabic priynarepositions does not shift from the pre-
modified word to the preposition, but usually btite preposition and the word are stressed.

!5 | ight monosyllables are monomoraic, heavy syllaldee at least bimoraic. A short vowel
in a syllable nucleus represents one mora and @ Yowel represents two moras. A syllable coda
represents one mora.

14



prepositions take. If the Czech grammar needs tadalvaving a light monosyllabic word,

prepositions will be vocalized (e ke ct).

(4) kecti
k ctizadosti
ke psu
ke pgm (sometimesk psim)
k psovisometimeke psov)
se psy
se psin{sometimes psiny
S psim{sometimese psin)i
ze dne

z dnesSka

‘to dignity’

‘to ambition’

‘to dog’

‘to dogs’

‘to dog’

‘with dogs’

‘with dog (Ad;j., Sg.)’
‘with dog (Adj., PL)’
‘from a day’

‘from today’

/ketsct/
/kf%CIgaZdOSCI/
/kepsu/
/kepsu:im/
/kpsovz/
/seps1/
/sepsi:im/
/spsi:mI/
/zednge/

/zdne Ska/

Interestingly, but after the above observationvesy surprisingly, Travidek (1949:50) notes

that the non-vocalized forms occur more often leefadjectives than before nouns. Hardly

any adjectival form in Czech is monosyllabic, apaged to monosyllabic nouns (in oblique

cases), which are not uncommon in Czech. With tbaasyllabic nouns such ase‘a day-

GEN’, dni ‘a day-DaT’, snu‘a dream-IAT’, hry ‘a play-GEN’, mSi‘a mass-IAT’, vocalized

forms of the prepositions are almost exclusivelgdudt might therefore not be the category

of the word, as Travoék claims, but simply the lengthd. the number and the weight of

syllables) of the word that determines the vocélira
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2.3  Complex onsets: generalizations

The pattern of prepositional vocalization that \&e/ sn the words with complex onsets can be

summarized as follows.

The vocalization seems to be most frequent whenstgments of the resulting
preposition-onset cluster share a lot of similatdees with each other; the more similar the
Cs within the resulting cluster, the more frequ@ vocalization. It was also shown that
clusters composed of more segments naturally termbmtain more similarity than clusters

with fewer segments.

It is worth noting that related polysyllabic and mogyllabic words with the same
onset differ with respect to the frequency of psfonal vocalizations. In (4) it was seen that
the vocalized preposition is always used if the plex-onset word is a light monosyllable,
and almost always if it is a heavy monosyllablehus add another generalization, which
concerns the structure of the prosodic word (whgtliormed by the preposition and the
immediately following word)j.e. the requirement for it to be at least a heavy rsgitable
or, most preferably, to be bisyllabic. | have shdwat it is possible to find an explanation for
the variability in the vocalizations if we do nestrict our analyses to the phonetic properties
of the (resulting) cluster alone, but take into ot the prosodic structure of the whole

preposition-word sequence.

Based on the facts reported in the literature anthe observations made in the corpus
(which correspond to the author’s native-speakarition), | have proposed several major
generalizations that could explain the distributiddiwvocalized and non-vocalized non-syllabic
preposition in Czech. The four main predictors lné tvocalizations thus seem to be the

following:
0] the degree of similarity in the resulting posgion-word onset cluster
(i)  the complexity of the resulting onset cluster,

(i)  the sonority contour of the resulting onsduster (consonantal vs. vocalic

identity of the segments),

(iv)  the length of the whole resulting prepositiaord sequence.
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3 Previous research

The literature on Czech rather briefly notes tlmahe prepositions occur in vocalized and in
non-vocalized forms, but does not provide a dedailescription of the contexts, in which we
observe the vocalized or non-vocalized prepositi@usilarly, an explanation is missing for
whether the two forms are two allomorphs underliiray whether the vowel is epenthesized

or deleted during production or perception.

Several studies focused in more detail on desgilaind explaining vocalized and
non-vocalized verbal prefixes, some of which aresatered to have developed from
prepositions; nevertheless these studies acknowleithgt although the prefixes and
prepositions might have had the same origin, thi@itus and their behavior in contemporary

Czech is very different (Zikova 2008).

3.1  Distribution of the prepositions

A few studies attempted to present an analysi®oéhzations in Czech prepositions (Dickins
1998, Kuitera 1984). By means of a questionnaire to thremnmdnts who were (supposedly
native) speakers that had “a special interest inc@z (p. 202), Dickins (1998) aimed to
provide a systematic account of when a preposifiafocalized and when it is non-vocalized.
However, generalizations are difficult to find inshstudy, which eventually concluded,
unsurprisingly and similarly to the statements arious grammars of Czech, that the only
environments in which vocalized prepositions arkgalory are the personal pronojanin its
oblique cases (which all start jmn/ or /mn/) and word onsets homorganic with the (final
consonants of the) preposition — a conclusiondbat not even seem to be correct: as | noted
above, it is the identity of pla@nd manner of articulation that yields obligatory vization

(as also Kgera (1984) observes). Similar to the present statlyleast one earlier study
(Kucera 1984) focused on non-syllabic prepositionsrapdrted percentages of the vocalized
and non-vocalized prepositions drawn from raw |laggudata. However, because this earlier
study examined only prepositions followed by wovdth simple onsets, it does not offer a
full account of the vocalizations. It was seen gri®ns 2.1 and 2.2 that the vocalizations
concerning simple onsets are rather straightforwardl that the greatest variation and

complexity lies in the words with complex onsets.
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The present study analyzes both words with simpigets as well as words with
complex onsets, and aims not only to answer thetgureunder which circumstances the
vocalizations occur but importantly, it aims todiout what causes the variation that previous

studies reported on.

3.2  Proposed explanations

In the literature it has been almost exclusivelguased that the syllabic forms of the four
prepositional meanings are used whenever spealkers the need to achieve articulatory
ease. “Some Czech non-syllabic prepositions mafolbbeed by one consonant sound only
(e.0., v, k, s, z). These, however, may be chahgeaonosyllabic prepositions (ve, ke, ku, se,
ze) before some consonant groups to make the pecatiom easier” (HruSka 1976:141).
Similarly, according to Havranek & Jetka (1981) the vocalized form occurs in order to
make the articulation easier when the following dvdregins in a consonant identical or
similar to the preposition, or if the onset is CQ&fore CC onsets both vocalized and non-
vocalized prepositions occur. Eera (1984) sums up that the only reason for prépaosi
vocalizations reported in the literature is artataty ease. The grammars of Czech and all the
previous studies seem to assume that the non-zedaform is the underlying form, which

during the process of production eventually sudagih an/e/ to facilitate the articulation.

| argue that it is highly unlikely that articulayoconstraints would favor an addition of
an extra segment to minimize the articulatory éffér full vowel such ag'e/ requires an
extra articulatory effort (e.g. tongue and jaw mmoeats, setting vocal folds in vibration) that
does not have to be present if the prepositiororsvocalized. There does not seem to be an
articulatory constraint that would prevent the Gesepeakers from pronouncing clusters such
as/ksk/, because they are well used to pronouncing clisiech agks/ (e.g.ksicht‘face,
Coll.” or komplex'a complex’) as well as clusters such/ask/ (e.g.skok‘a jump’ orlesk‘a
shine’), or even clusters likgpstr/ (e.g.pstruh‘trout’). Moreover, and perhaps even more
convincingly, pronouncing the phrakéolu‘to a bike’ as k: olu] undoubtedly requires less
articulatory effort than Ykolu], which in turn requires less articulatory effatthan
[kekolu]; this is because ink[: olu] the speaker would not have to realize an extraevo

[€e] and could also realize only one plosive (prolafjgmstead of two. It is clear that if
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articulatory constraints were to predict the pregmsal vocalizations, they would favor the

form [k : olu], which is not attested.

To my knowledge, all studies except one have adofite — as was just seen —
unlikely articulatory explanationAn exception is Rubach (2000) who in his Derivasion
Optimality Theoretic analysis of several phenomémand in Slavic languages notes that
geminates (such as those that would occur if ‘tbike’ were realized agkkolu/) are
prohibited in Czech by the Obligatory Contour Piphe (OCP), which bans structures with
identical adjacent segments (e.g. McCarthy 1986)s Btructural OCP is dominated by a

faithfulness constraint against deleting segmemtd,thus/ €/ is inserted.

In the present study, the notion of OCP will belde&h as well but instead of being
structural (.e. applying at the level of surface representatioihsyjll be listener-orientedi €.

applying at the mappings between auditory cuessanfdce segments).

3.3  Syllabic status of the prepositions

Some early studies on Czech phonology have questidhe syllabic status of the non-
syllabic prepositions. Ktera (1961:72) argues that they are “isolated comsah
microsegments [...] [that] do not constitute syllableut are associated with the following

syllable. [...] and are best considered as spece&bphlabic segments”.

| argue that the preposition is either fully aligne the following onset, which
happens if it is non-vocalized, or forms a syllaibdelf, which happens if it is vocalized. In
other words, | will try to show that no other copteuch as pre-syllabic segments, which lies

somewhere in-between the full alignment and fulegyfication, is necessary.

In Section 2 of the present study it was seenithatost cases, onset properties predict
the form that the preposition takes. The prosottiecture of the whole resulting preposition-
word sequence also affects the prepositional fayna ttertain degree — the preposition is
either ‘allowed’ to vocalize and add an extra dyl#ato the prosodic word, or the preposition
must be aligned to the onset of the following dylato avoid the addition of an extra syllable
to the word. The fact that the non-vocalized préjmys does not seem to affect the syllabic

pattern of the sequence is a strong argument stpgothe idea that non-vocalized
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prepositions are fully aligned with the followinghset. Another argument favoring full

alignment can be seen in the preference for a \achlpreposition before a sonorant-
obstruent onset. If the non-vocalized form of theppsition were used before a /SO/-initial
word, it would either become an onset of a newlyergad syllable, in which a consonant
changes its identity and becomes a vowel, or itldvtecome a part of a disallowed cluster
with respect to the sonority contarEull alignment of the preposition to the followingset

is what most of the literature argues for as weelyj( Palkova 1994:271-2).

3.4  The historical perspective

Studies that elaborate in more detail on why inaeerenvironments vocalized forms of either
prepositions or prefixes occur refer in the firkge to the historical development of Czech,
more specifically to yers. A brief note on the lbasof the yer theory follows; for more
information about yers and the historical processseciated with them, the reader is referred
to e.g. Mann (1977); for processes related to yesf{and prepositions), see Scheer (1996),

Zikova (2008), and references therein.

Yers (the front yer and the back yes, corresponding tgi/ and /4/ respectively)
were very short reduced vowels of Proto-Slavonat tthisappeared or were vocalized; in
Czech these were replaced by the voxgel. In a word that contained one or more yers, those
yers in weak positions.€. the odd yers when counting from the final syllapasition) were
deleted. When more yers followed each other, tgesgin strong positions.€. the even yers
when counting yers from the final syllabic posiliomere vocalized (Dickins 1998). For
instance, historically the meaning ‘with a dog’ v&aspsS»me, vocalizing the strong yers we
arrive atse psem; when then the weak yers are deleted we get time ¥ehich is attested in
present-day Czecke psemThis part of the theory can thus explain vocaiares inse psem

andke dnj but would also predict forms such daskomu(k» komu— k komy or *se ptakem

6 Hala (1962:286) has suggested that the sonoratiteénsonorant-obstruent word-initial
clusters is a ‘side syllable’. He points out tha¢ tontroversial debate about these side syllables
only relevant to the diachronic study of sound gjeahut not to the synchronic description of sound
patterns. Since the aim of this study is to provideely synchronic explanations, | do not consider
‘side syllables’ to be of any relevance here.
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(sv potékoms — se ptakem — se ptakem'’ Therefore, it has been suggested that a
‘secondary vocalization’ and ‘devocalization’ toplace (Komarek 1962:149). The secondary
vocalization ‘inserted’ anfe/ between the preposition and the first consonah®fhoun if
they were identical (Dickins (1998) calls this anhorganic rule’); e.gk komubecameke
komu The devocalization, on the other hand, deletedptiepositional £/ from forms such

asse ptakenthat becams ptaken(for a summary see Scheer 1996:107).

The question that immediately arises is whetherp@song explanations of the
vocalizations that we observe today by referringyéo deletions and yer vocalizations is
necessary if these explanations alone do not atdounmost of the contemporary data.
Moreover, it is seen that this theory, which assuriat vocalizations and deletions once
either did or did not take place in particular @amments, can by no means account for the
high within- and between-speaker variability in gwsitional vocalizations observed in

present-day Czech.

In line with the observations and the facts rembite the literature and in several
previous studies (e.g. Komarek 1962, Scheer 198&iri3 1998), | conclude that with the
yer-theory alone we are not able to predict theerursituation in the language. Additionally,
regarding the historical yer-related processeg@pgsitions, the contemporary language data
are not transparent anymore and cannot predictener yers were deleted and where they
were vocalized. Therefore, | argue that for explgjnthe prepositional vocalizations it is
neither necessary nor beneficial to refer to yet® @ny other diachronic processes. A crucial
argument that | believe is worth stating here &t the language user has no access to what
the structures of her language looked like in thastpand how they developed

diachronically'®

' This is also where the distinctive behavior ofpmsitions and prefixes may come from:
prefixes have an origin in prepositions, but orfeeytare attached to a word, and yer deletions and
vocalizations have taken place, it is not posdiblmodify them further; they are a part of the werd
as opposed to prepositions. That is, the yer thatwmge seems applicable to prefixes (see Zikova
2008) but not to prepositions.

'8 There are also regular synchronic (and thus ‘prarent’) vowel-zero alternations in various
word forms in Czech, e.glen ‘a day-Nom’ anddne‘a day-Gen’, omp7isel ‘he came’ angyisla ‘she
came’. Importantly, since there is no variatiomlain these words with respect to whetherdlshows
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4 The present analysis
4.1  The framework

In this study | create an Optimality Theoretic (OM@del of the prepositional vocalization in
the framework of Parallel Bidirectional PhonologydaPhonetics (BiPhon; Boersma 2007,
2009). The model is sketched in Figure (5) (adajtech Boersma 2009). Bidirectionality
means that both the listener and the speaker @ssatime constraint rankings and that the
constraints express mappings between various |ledfelepresentation in both directions.
Parallelism means that the multiple levels of repr¢ation through which the comprehension
and production run are evaluated in parallel, tllsving constraints on different levels of
representation to interact. As an evaluation gjsaté use the Stochastic version of OT
(Boersma 1997). As opposed to the traditional vergif OT developed and introduced by
Prince & Smolensky (1993), in which constraints dafixed rankings, constraints in
Stochastic OT are ranked along a continuous s€aleng evaluation a random amount of
noise is added to the ranking values of the comssiathe ranking value plus the noise then
result in a disharmony value. The ordering of theharmony values therefore does not
necessarily correspond to the ordering of the rapkialues i(e. constraints with nearby
ranking values may be ‘re-ranked’ during some eatsbns). Stochastic OT is therefore able

to account for variation in the output.

Section 2 showed that the prepositional vocaliratiepends on many factors that
interact with each other and is quite variable. thr@se two reasons, the BiPhon framework

and Stochastic OT as the evaluation strategy apgoged in the present study.

The model of Czech prepositional vocalization thatopose needs at least five levels
of representation (which is also the minimal reedinumber of levels for a phonological
theory, according to Boersma 2009). As is seengnrE (5), these five levels include a level
at which the morpheme is specified, two levels bbnological representation.e. the
underlying form and the surface form, and two lsvef phonetic representatione. the

auditory form and the articulatory form. Four setgonstraints evaluate the relation between

up or not (contrary to the prepositior| these paradigms may well be learnt. It is howen likely
that theprepositionalvocalizations, in which we do not observe any ragtyl but great variation, can
be learnt as word paradigms.
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each pair of neighboring levels of representatidre association between the morpheme and
the underlying form is handled by lexical constrajrfaithfulness constraints evaluate the
similarity between the underlying form and the aod form, cue constraints express the
mapping between the auditory form to the surfacenfoand the relation between the
articulatory form and the auditory form is exprekse terms of sensorimotor constraints.
Two sets of constraints operate at one level ofesgntation alone: these are structural
constraints, which evaluate the surface form, atidudatory constraints, which evaluate the
articulatory form. For a more detailed descriptairthe various levels of representation and
constraints see Boersma (1998, 2007, 2009), Boeranth Hamann (to appear), and
Apoussidou (2007). Figure (5) shows the BiPhon rhaath five levels of representation and

the mappings between them.

Importantly, the model proposed in the presendysig listener-oriented. Contrary to
the majority of previous studies, which assumed tih& vocalization occurs to lessen
articulatory effort, |1 argue that the reason foe tfocalized form to be used is to facilitate
perception. More specifically, when speakers predue vocalized forms, it is for the listener
to be able to recover the morpheme.the preposition), which would not be possiblehi t
non-vocalized form were used instead. This is eftied on in more detail in the following
sections. For creating the OT grammar, which idtdedh in this section, as well as for
running the learning simulations, which are desadibn Section 5, | use the computer

program Praat (Boersma & Weenink 2009).

4 <Morphemes>__

lexical constraints g
5 |Underlying Forn1|i::\ g
2 __ faithfulness constraints e
% / Surface Formh EE}: --- structural constraints
£ cue constraints
S [Auditory Fornd Z::/

\::Z sensorimotor constraints

[Articulatory Form S articulatory constraints v

(5) Figure: The five levels of representation and the condisahthe BiPhon model.
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4.2  Simplified language data

The language data described in Section 2 will bgelst simplified so that the whole analysis
of the prepositional vocalizations can be done iwitihhe scope of the present study. Note
however that the model created on the basis ofabstraction will still be able to predict
correctly any of the prepositional forms that we @iad in the target language. In Table (6) |
give a list of the forms used as model exampldb®feal data, and a description of what part

of the language data they stand for.

(6) Table: Left column: the real data of the targeglaage split into categories on the
basis of word length, onset complexity and ongatlarity to the preposition. Right

column: the words used in the model to representdbpective parts of reality.

real data model example
non-syllabic prepositions k <to> /Kk/
vocalized prepositions ke <to> /ke/

words of any length with simple onsets
onset different from the preposition
voiceless onset tymu <team-DAT> /tiimu/
voiced onset domu <house-DAT> /domu/
onset identical to the preposition
voiceless onset kolu  <bike-DAT> /kolu/
voiced onset golu <goal-DAT> /go:lu/
words with complex onsets
at least bi-syllabic words

resulting onset very similar Skvife <chink-DAT> /Skvi:re/

resulting onset less similar psovi <dog2-DAT>" /psovI/

¥ n the corpus there occur two forms that meandg+Dat.’, psoviand psu | mark the
former one as <dog2> and the latter as <dogl>. @t difference between these two forms lies
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resulting onset not similar plotu <fence-DAT> /plotu/
sonorant-obstruent onset rtuti <mercury-DAT> /rtucz/

mono-syllabic words psu <dog1-DAT> /psu/
vowel-initial words autu  <car-DAT> /2autu/

There are in Czech, naturally, also complex onsttding in a voiced obstruent. For reasons
of space | do not include these since it is exptagaenough to illustrate the effects related to
voicing on the behavior of simple onsets; voicethptex onsets undergo the same voicing
effects as the simple ones. Also, note that allahget forms that were listed in Section 2,
Table (3), are not represented individually but dnéded into 3 classes according to the
similarity within the onset, which results from King the preposition and the word. These
three classes are: onsets very similar to the prépo (these are often the most complex
onsets as well), onsets of medium similarity, angets with hardly any similarity between its
segments. The non-vocalized forms of the prepostare represented here by the preposition
k and the vocalized prepositions by its counterpaat The lexical constraints on the

prepositional forms that | will employ in the presanalysis are given in (7).

(7) Lexical constraints
*<to> |k]| do not connect the morpheme <to> to the underliong |k |

*<to> |ke| do not connect the morpheme <to> to the underlfonm |ke |

Note that there must be a large number of othesteaints such as *<to¥zu|, which are
ranked very high since the forfzu| never occurs as a preposition with the meaning ,<to>
and |zu| is also unlikely to be the underlying form (UF) gke/ because it violates

faithfulness in many respects (e.g. the featurdasingy place, manner). | argue that the

and why there are two such allomorphs is not relefar the present study. These two words were
selected to illustrate the working of the presematrgnar on prosodically different words with one and
the same onset.
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constraint *<to>|g| is also high ranked; it is unlikely that the UFtbé prepositiork would
be|g| (despite the fact that we do find forms such@domu/, see Section 2) because we do
not find prepositional forms such dge/. It then remains to be found whether the UF is
|k| or |ke|, or whether there is allomorphy underlyingly, whiis one of the aims of the

present study and is dealt with in Section 5.

4.3  Simple onsets

In (8) and (9) I list the four faithfulness constta and one structural constraint that are

needed to account for the vocalization in some wondhich | will illustrate below.

(8) Faithfulness constraints

MAX a segment in the UF must have a correspondeggnent in the

surface form (SF)

DEP a segment in the SF must have a corresposdment in
the UF
IDword the voicing specification of segments in tH& and SF of a

lexical word must be identical

IDprep the voicing specification of segments in thE and SF of a

preposition must be identical

(9)  Structural constraint
Vol obstruents in a cluster have the same featw@fgm@tion

for voicing (.e. voicing assimilation)

To clarify the functioning of the constraints thHahave introduced, | will now show the

phonological production of the words with simplesets; this is done in Tableaus (10) and
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(11). In the Tableaus, the mapping between thestfiens (SF-AudF-ArtF) is ‘faithful’. That
is, every segment and all its features in the ®Hraplemented auditorily, and the mapping
between the ArtF and the AudF is perfect. Perfegppmg between the ArtF and the AudF
means that the adult speaker has the knowledgehat warticulatory gestures vyield the
auditory events that she wants to produoe, this is a perfect sensorimotor knowledge
(similarly to what Boersma (2009) assumes). No& the notation used in this paper for the
AudF and ArtF is a shorthand for the auditory amtcalatory events respectively; for
instance, the phoneme represented in the ShkAasvould ideally correspond td] in the
phonetic form, which is a shorthand fdt []auq (i-€. transitions to velar closure, voiceless
silence, short velar burst) or for [back of thegoe moving towards and touching the velum,
closure with no vocal fold vibration, release oé ttlosurej.;. In Tableaus, the AudF and the
ArtF will be formally represented by one form omhythe overt form (OF). Importantly, the
distinction between the AudF and ArtF must be kdygcause | will introduce different
constraints, some of which will apply to the Artkt{culatory constraints), while some will

apply to the mapping between the AudF and the 8& ¢onstraints).

(10) Tableau: Phonological production of <to+team>

<to+team> MAX DEP *<todke| *<to> K|
@ |k+timu| /. kti:.mu./[kti:my] *
|k+tiimu|/.ke.ti:.mu./[keti:imu] * &
|[ke+tirmu| /.kti:.mu./[kti:mu] * &
|ke+tiimu| /. ke.ti:. mu./[ketiimu] *

In Section 3, | noted that the literature seemsansider|k| the UF. Moreover, the corpus
shows that the formik/ is more than 5 times more frequent th&mr /. With the constraint
ranking of Tableaus (10) and (11), the grammar pndifer candidates witfk| as the UF as
well. The AudFs that speakers of Czech produce tii@ morphemes <to+team> and
<to+house> areqt omu] and [gdomu], respectively. In Tableau (10) there are two cdaies

that do not violate any faithfulness constraintg] awvo candidates that do violate faithfulness
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constraints; the two faithful candidates will thoes preferredi(e. candidate 1 and 4). Since
one of them (candidate 4) does not contain theaFdpeakers producdeg. [keti :mu], the
winner must be the first candidate. To have thengnar select the first candidate as optimal,
the constraint *<to3ke| must be ranked above *<tdk|. Similarly, in Tableau (11), there
are only two candidates whose OF gdému]. Since one of them violates MAX, the
candidate in the second row will win. To have ttasdidate win, *<to3ke| is ranked above
*<to> |k| to punish the candidate in the last row, whichtaims an OF that Czech speakers

do not produce,e. [kedomul].

In this section, | thus assume that the constraitt> |ke| is ranked high. However, it
might be the case that real Czech speakers (whasentar contains many more constraints
than the four of Tableau (10)) pref&e| as the UF, or have two allomorphs underlyinglg. (
both |k| and|ke|). Learning simulations, which will be presentedSiection 5, will determine

whether the UF ig| or |ke|, or both.

(11) Tableau: Phonological production of <to+hcuse

<to+house> *<to>§ MAX DEP ID | Voi | *<to> | ID
kel word k| | prep
k+domu| /. kdo. mu. / [kdomy] 5|
@ |k+domu| /. gdo.mu. /[gdomu] * *
|k+domu| /. kto.mu. / [ktomu] *1 2
|k+domu| /. ke.do.mu. / [kedomu] *| &
|ke+domu| /. kdo.mu. / [kdomu] *1 ks *
|ke+domu| /. gdo.mu. / [gdomu] | *! * *
|ke+domu| /. kto.mu. / [ktomu] * & &
|ke+domu| /. kedo.mu. / [kedomu] *

28



As becomes apparent in (11), the other crucial ingskare as follows: IDprep has to be
outranked by both IDword (to rule out forms such/akto.mu. /) and by \oi (to rule out

forms such ag. kdo.mu. /).

Thus far, | have assumed a ‘faithful-like’ mappibgtween the SF and the OF.
Because the aim of this study is to provide a madeh grammar that will account for
mappings between all the five levels of Figure ({®. not only <morpheme>» UF « SF
but also Sk~ OF), | drop this assumption and introduce cue traimgs that handle the Sk
OF mapping; this is done in (12).

(12) Cue constraints

* /-t [+,7] the presence of periodicity does not coroggpto a voiceless
segment in the SF, and the absence of periodiags dhot

correspond to a voiced segment in the SF

*/ / [X] the presence of auditory events does not spoerd to the

absence of a segment in the SF

*/x/[1] the absence of auditory events does not cpomed to a segment
in the SF

The first cue constraint in (12) punishes the maguif a phonologically voiced segment to a
sound without vocal fold vibration.€. periodic sound) and vice versa. It thus eliminates
perceptions such agdomu] — /.kdo.mu. / or [ktomu] — /.gdo.mu. /, and phonetic

implementations such @skdo.mu. / — [gdomu] or /. gdo.mu. / — [kKtomu].

The constraints # / [x] and */x/ [ ] are rather intuitive, already for a child leer,
because if a speech sound is auditorily preseshatild be mapped onsmmethingand vice
versa. These two constraints must naturally beuded in the present model as well, because
the model deals with a potential vowel insertiom Yowel deletion). The role of these

constraints will become clear later on in this gtudTableaus (15), (18) and (19).
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4.4 Identical onsets

This section will show how the grammar accounts fioe obligatory vocalization in
prepositions that are followed by onsets startinthva consonant that is identical to the

preposition.

To have the grammar produce correctly words the¢ lnasets that are identical to the

preposition, | will use the articulatory constraim{13) and the cue constraint in (14).

(13) Articulatory constraint

*[CiCi]art do not produce two adjacent identical separatesamemntal

articulatory gestures

(14) Cue constraint

*/CC/ [_C:]aud an auditorily (prolonged) single consonant thaiofes a pause
does not correspond to two consonantal segmenthenSF

(Boersma 1998 introduced a similar constraint)

| showed in Tableau (11) that the constraiat ¥6 ranked high. In Section 4.3 | introduced
the voicing cue constraint/#¥,+/ [+,-] and explained how it works. Because of these

high-ranked constraints, adjacent obstruents thatuaderlyingly identical in place and
manner but not in voicing will turn out to have th@me specification for voicing in the SF

and will thus be absolutely identical in the OFnal.?°

The Czech underlying phoneme inventory does notagmriong consonants at the

surface. Adjacent identical consonants are usyatipounced as a single (slightly prolonged)

29 A recent study presented an analysis of Polishaytiabic proclitics and their vocalizations
(Papk & Bakovic 2009); they showed that since adjaadrgtruents have to agree in voicing on the
surface, a structural constraint that prevents gates applies and forces vowel insertion.
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consonant! Therefore, in (13) | propose the articulatory doaist [GCi]at. This constraint
militates against two adjacent identical articutgtgestures and would therefore indirectly
favor that two adjacent identical segments be ptcadly implemented as a single
(prolonged) segment instead. Clearly, as | alregmhculated in Section 3.2, a single (even
though prolonged) consonantal articulation requikess effort than two full adjacent

consonantal gestures.

Importantly, there is also the cue constrail€€/ [ _C:]auq; introduced in (14). This
constraint does not favor mapping a single (evewdh prolonged) post-pausal consonantal
segment onto two consonants in the SF. The notfoa pause in the formulation of this
constraint reflects the fact that after a pauseaihditory cues to a consonant are reduced
substantially. If the sequence of two identical i€nset-initial with no vocalic segment
preceding, formant transitionsto the initial consonant are missing. Therefore ih@d to
recover two surface segments in the complete absgfreome consonantal cues. On the other
hand, if the OF is [VCV] aud, there are formant transitiomgo the [C: ], which are present in
the [V] that precedes, (and clearly also transgimam the [C:], which are present in the [V]
that follows). Also, in [VC V] aug, thanks to the preceding vowel, the onset of thp slosure

is very well audible, unlike when the [€is post-pausal.

The perfect sensorimotor knowledge that | descrilme&ection 4.3 means that the
correspondence between the AudF and ArtF is perféerefore, the Tableaus do not contain
separate notations for both the AudF and ArtF Imly one OF. Nevertheless, as | pointed out
in Section 4.3 it is still necessary to distingutstween the two levels of representation as the
grammar now contains constraints that evaluateAtié and constraints that evaluate the
mapping between the AudF and SF. These two setertdtraints are not interchangeable.
Tableau (15) shows how the grammar with these nemtipduced cue and articulatory

constraints handles the identical onsets in prooict

It is seen that only those candidates that corteenOF kekolu] do not militate

against either of the two new constraints. Rebalt &s shown in Tableau (10), most plausibly

2L And as two separate consonants if the ‘singlehpneiation would result in confusion (e.g.
bez zem ‘without ground’ andbeze rd ‘without me’); see Hala (1962:216) and Palkova94:327-8).
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the constraint *<to>|ke| is ranked high. Note that the phonetic form of theaning

<to+bike> is kekolu].

(15) Tableau: Production of <to+bike>.

o S _
<to+bik < < — 3 = o
tosbike> 2 T 9 o Al 8
e ') O T e o
VI8l S8 o] Vo
lk+kolu| /. kko. lu. / [kkolu] | *
|k+kolu| /.Kkko.1lu./ [k:oluy] * &
# |k+kolu| /.Kkko. lu./ [kekolu] * *
<= |k+kolu| /.ke.ko. 1lu. / [kekolu] * *
|ke+kolu| /. ke.ko.1lu./[kekolu] | *

In Tableau (15) candidates 3 and 4 have thdddkolu| and the OFfekolu]. In order to
have one of them win, it is crucial that the caasiis *[GCi]ar, */CC/ [_C:] both outrank
DEP or/and ¥ / [X]. It is clear that if DEP were ranked abovg * [x], then [g] would be
inserted in phonetic implementation; if on the othand * / [x] were ranked above DEP,

/€/ would be inserted during phonological productioheThext section discusses which of

these two analyses is appropriate.

4.5  Phonological vs. phonetie-insertion

To see which of the two winning candidates in (5nore plausible for the Czech speaker,
we have to consider one crucial characteristicz#dh, which was already noted in Section 2.
Stress in Czech falls on the first syllable of agmdic word. If the preposition is syllabic, it

carries the main stress. In other words, #kifi [kEkolu] has the phonetic properties of a

stressed vowel (intensity, pitéh | use a bold letter to symbolize phonetic proenice in the

?2|n Czech, stressed vowels are not lengthened pibalhe (Palkova 1994:279).
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auditory form {.e. the phonetic properties of stress). The syllaibid the prosodic structure
are reflected in the SF. The stressed vowel has tepresented in the SF as the first vowel of
a prosodic word. Two constraints handle stressgassnt, a cue constraint (16), and a

structural constraint (17).

(16) Cue constraint

*/a, 4/ [a, a] a phonetically prominent segmeaj floes not correspond to an
unstressed vowela/; a phonetically non-prominent segment

[a] does not correspond to a stressed volagl
(17)  Structural constraint

STRESST™ the first syllable of a prosodic word is stressed

The structural constraint in (17) could be rewntteith TROCHAIC, i.e. feet are trochaic, and
ALL-FEET-LEFT (McCarthy & Prince 1993). For reasons of simpjicit do not mark foot
structure in the SF of the candidates and accordimgefer to use the formulation in (17).
Similarly, prosodic-word boundaries are not markbdcause the edges of the SF of all
candidates in this paper are the edges of one giimamrd. Both constraints are high-ranked;
the high-ranking of *a, &/ [a, a] is valid cross-linguistically (although thefidéion of
‘prominent’ is language-specific), and the consir&@rress 1% is undominated in a word-

initial-stress language such as Czech.

Tableau (18) illustrates how the two high-rankede'ss constraints’ work; the Tableau
also shows that eventually the cue constraint[X] has to be ranked above DEP to rule out
incorrect candidates such askké. 1u./ [kekOlu] that do not violate any of the ‘stress

constraints’ but that yield auditory forms that Clzespeakers do not produce.

(18) Tableau: Production of <to+bike> with the swaints for stress.

* 3/ + STRESS | * DX DEP
<to+bike> /a,a/ I *x/

aa] | 1 | [ | ]
lk+kolu| /.kké. lu. / [k€kolu] S x
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o

lk+kolu| /. kké. lu./ [kekO1ly] | *

[

lk+kolu| /. kko. lu. / [k€koly] L *
lk+kolu| /. ké.ko. lu. / [kekOlu] )

@ [k+kolu| /. ké.ko.1lu. / [kEkoly] § | *
lk+kolu| /.ké.ko.lu. / [kekOlu] | * | |

In Tableau (18) it is seen that neither candidaterlcandidate 3 can win, despite the fact that
their OF is what the real speakers produce. Togmresandidate 2 from winning — because its
OF is not the form that Czech speakers produce + fx] has to outrank DEP. This is
because of the language-specific stress assignnfiesticalized, the preposition is stressed.
Stress has to be represented in the SF, and irhGaecstressed vowel has to be the nucleus
of the first syllable of a word. | conclude thaetimsertion of/e/ happens in the phonology

(i.e.in the SF) and not in the phonetics.

In (19) | show how production would fail if/*/ [x] were ranked below DEP. (The
symbol ® denotes the candidate that should have won sincentains the OF that real
speakers produce and does not violate either ofwbaindominated ‘stress constraints’; the

symbol< denotes the winner according to the Tableau.)

(19) Tableau: Failed production of <k+kolu> if DBBtranks */ / [x].

<to+hike> *{; ';f]/ SrRess1” | DEP [Z]/ *ﬁ/
lk+kolu| /. kké. lu. / [k€koly] # E x
& |k+kolu| /. kké. 1u. / [kekOlu] | *
lk+kolu| /. kko. lu. / [k€koly] E *| *
lk+kolu| /. ké.ko. lu. / [kekO1ly] *] |
® |k+kolu| /. ké.ko. 1u. / [k€kolu] | |
|k+kolu| /.ké.ko.1lu./[kekO1lu] *| :
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4.6 Listener-orientedness

As has been already put forth, the present modkidtener-oriented. Although | have been
presenting the workings of constraints and themkirags in production tableaus, it is
important to note that it were the cue constraings,the mappings between the SF and the
AudF, that punished candidates like <to+bike*kolu| /. kko. lu. /[k:olu].

We have seen that because articulatory constrdmtsot favor the formikolu]
speakers would tend to produde: plu] for the SF/.kko. lu. /. Indeed, merging two
identical adjacent consonants into one prolongedgaoant is what Czech speakers usually do
(Palkova 1994:327-8; Hala 1962:216). It is thusdhe constraint *CC/ [_C:] that ensures
that in the case of word onsets identical to thepgsition, the preposition is always
vocalized. In other words, the high ranking of tue constraint *CC/ [_C:] is there for the
listener to be able to recover the messddgeableau (20) shows that comprehension fails if
the preposition is not vocalized, and Tableau &Mws that the vocalized form is perceived

correctly.

The Tableaus (20) and (21) are comprehension aableof the type described by
Boersma (2009). Unlike in traditional OT productidableaus, the input in these

comprehension tableaus is the OF; the candidates ti@plets SF-UF-<morpheme>.

% |In support of my analysis with the articulatorynstraint *[GC{]a: and the cue constraint
*/CC/ [_C:] is the fact that Czech speakers makstaies in writing in the use of the preposition in
the only example of identical word onset, in whigitalization is not realized, sebouwith oneself’
(see Dickins (1998), who also points out that thithe only case of identity in Czech in which the
preposition remained non-vocalized). The speakie@zech very often mistakenly writeeboufor the
meaning ‘with oneself’ (whilesebou means ‘oneselfNSTR). According to my analysis, this is
because the absence of vocalizatioms iseboucreates an environment for the articulatory castr
*[CCi]ar that does not favor pronouncing two adjacent idahtonsonants as two separate gestures.
Speakers thus realize the sequensebouas [s: ebou] or [s~ebou] or even gebou] (instead of
[ssebou]). When the listener hears the Of:Ebou], the cue constraint */CC/ [_C:] prevents her
from perceiving two consonantal segments in theTBE. listener thus maps the form:[fgebou] onto
/.se.bou./ (and not onto./sse. bou./). Having lost the preposition during comprehensishen
asked to replicate what she had heard (e.g. iringyjtthe language user will produce (e.g. write)
seboubut nots sebou
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Importantly, because the model is bidirectiona, tdonstraints and rankings are identical to

those used in the production tableaus alféve.

(20) Tableau: Comprehension &f:[o1u] as <coke+Acc.3°

S
'3 'S
— 2 =
— - @) L= A
&2 L] [EiE
A\ X O D ~ X ol Ay S
[k:olu] AEREAERER = R AN
* = |5 o % E O | ¥ & ¥
@ /ko.lu./ |kolu|<coke+Acc.> *
/ko.1u./ |kolu]| <to+bike>| *! | L
/ko.1u. / [k+kolu| <to+bike> u | * b
/ke.ko.lu. / |k+kolu| <bike> LR
/.kko. lu. / [k+kolu| <to+bike> *| i ko
(21) Tableau: Comprehension &fgkolu] as <to+bike>.
==
S |2
5 iy
< = | = 9| £
Tlx Qo< X |A|S|B
[kekolu] viglel0|xiz|ul|d|9lS
* = % x % % (@) ® * ®
/ko.1lu./ |kolu|<coke+Acc.> *p | *
/ko.1lu./ |kolu| <to+bike> *| * * *
/ko.1u. / [k+kolu| <to+bike> o *
/ke.ko.lu./ [k+kolu| <to+bike>| *! | x| o *
@ /. ke.ko. 1lu. / |k+kolu| <to+bike> i x| ox *

4 Tableaus (20) and (21) contain high-ranked lexamaistraints *<x> | |, and *< > |x| that
militate against connecting a morpheme with an gmpE, and against connecting an empty
morpheme with an underlying segment, respectively.

% The OF that is in Czech the realization of thepheme <coke+Acc> is [kolul].
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4.7  Complex onsets

In Section 4.4, a cue constraint was introduced fdaaored /e/ insertion. Initially, it was
seen that Czech speakers do not like articulatifjgcant identical consonantal gestures
separately, and they often collapgeC/ into [C:] or even [C]. Then, | showed that these |
the cue constraint /CC/ [_C:], which militates against perceiving two amgat identical

segments word-initiallyi. after a pause).

Such analysis thus has a similar effect as thegatary Contour Principle (OCP),
which forbids surface representations with two taeh adjacent segments. The OCP was
first proposed in tonal phonology by Goldsmith (8pand was later extended to segmental
phonology (e.g. McCarthy (1986)). One process thatOCP triggers is vowel epenthesis
between identical segments. In the present madaisl QCP-like effect is achieved by the cue
constraint (taking into account that an articulgtoonstraint militating against two adjacent
identical articulations creates an environment tfte cue constraint to operate). OCP-like
processes without a reference to the structural @& but to auditory cues instead have
been introduced by Boersma (1998, 2000).

The idea of cue constraints accounting for OCE-ékects is developed further in the
present section. The constraints that | will introel now are based on the constraifit€/
[_C:], which handles the linking of prepositions sonple onsets. In this section, words
beginning in complex onsets are dealt with. Thesooant cluster, which is a result of
aligning the non-vocalized non-syllabic preposittonthe word, contains thus three or more
segments. Recall that all Czech words that begiocomplex clusters containing more than
two segments are represented by a CCC-initial wotke present study (kvi:re/). If the
non-vocalized form of the preposition is used tl&hclusters (here represented/milotu/
and /psovz/) become CCCif. /kplotu/ and /kpsovz/), and the CCC clusters.€.
/S§kvi:re/) become CCCCie. /kfkvi:re/). Section 2 showed that the similarity in the
resulting onset cluster contributes to the distidyuof vocalized forms, and that very often a
greater similarity relates to a greater complewitythe onsets at the same time. | introduce
constraints that are meant to account for the amtyl within the resulting cluster. It will be
seen that the constraints that | present in (22)ad@nly punish similarity but importantly, an

effect that emerges is that they punish complexitthe onset as well.
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(22) Cue constraints

*/CCCC/ [Tcue] 7 different consonantal cues do not cowedpto 4

consonantal segments in the SF

* /CCC/ [6cue] 6 different consonantal cues do not cowedpto 3

consonantal segments in the SF

*/CCC/ [7cue] 7 different consonantal cues do not cowedpto 3

consonantal segments in the SF

Only three constraints are presented in (22), mxthese are relevant for the words selected
in this study to represent the real data. Howetherre are many more similar constraints that
evaluate the mapping between any number of cuesaagydnumber of segments. The
mechanism that stands behind the formulation addhlenstraints and behind their rankings
relative to each other is described in the follayvparagraph. Importantly, it has to be noted
that this mechanism is oversimplified; more comjilexand detail would have to be
introduced to achieve a realistic analysis. Dedpite apparent simplification, | argue that the
actual mechanism of how in reality auditory cuetedrine the prepositional vocalization is

based on the idea that | present here.

| assume that a consonant is specified by threa wliatinctive auditory cues, which
roughly correspond to three sets of distinctivelufess: (i) [the amount of noise, silence, or
continuityla,g corresponds tgmanney, (ii) [the formant(s)lug corresponds tgplace/, (iii)
[periodicity]a.q corresponds tgvoicing/.2° This idea that phonological features are primarily
defined by auditory representation has a traditiat started with Jakobsat al (1952), and

is somewhat different from the claim that featuaee defined solely in articulatory terms

% The voicing feature is included here, becauss itdt only obstruents that can be a part of
the cluster, but also sonorants, which are alwayised and do not trigger voicing assimilation.
Therefore, consonantsd. both obstruents and sonorants) in a complex alsebt necessarily have
to be identical in voicing, and these cue constsaanedit this dissimilarity. This is why a cluster
composed of both obstruents and sonorants, su¢htals/, is considered less similar than a cluster
where all Cs are obstruents, such/k$s/; even though all oft/, /1/, and/s/ are alveolars, the
cluster/kt1/ contains more cues thanks to the inclusion ofimgias a differentiating cue.
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(Chomsky & Halle 1968). While the features manmed place are unary.¢. any C can have
a different manner and place feature from any o@eat least in a cluster of five Cs), the
voicing feature is binaryi.€. the maximum number of different cues for voicingaicomplex

cluster of any size is 2).

To arrive at the maximum number of different cuescsying a cluster of a particular
size, we multiply the number of consonants by Z#ose each C is specified by the auditory
cues for place and manner), and add 2 to the ptqdacause regarding voicing, a cluster of
any size may contain maximally 2 different cues)claster of 3 consonantal segments is
therefore expressed maximally by 8 different cums] a cluster of 4 consonants by 10

different cues.

In the language, however, clusters often contagmsmts in which some features are
identical to the features of other segments in ¢hister. For instance, the clustgpl/
contains the following featureise. auditory cues in its phonetic fora1]:%’ plosive + velar
+ + bilabial + approximant + alveolar + (voiceleswaiced) = 7differentcues. The
sequencelsf] contains the cues plosive + velar + fricative lvealar + + labio-
dental + (voiceless), only 6 of which are differeBince the maximum number of cues for a
CCC cluster is 8, the loss of cues’ksf/ is 8 — 6 = 2; similarly, the loss of cues/kpl/ is
8 — 7 = 1. It was seen in Section 2 that clustechsas/sf/ occur with the vocalized
prepositionke much more often than clusters such/p&/. Unsurprisingly with the analysis
just presented, but crucially for the Czech gramria loss of 2 cues is worse than the loss
of 1 cue. Therefore, the SF of a CCC cluster pseferbe connected with an auditory form
that loses 1 cue, rather than with a form thatddseues; thus the ranking of the three new
cue constraints isCCCC/ [7cue] >> *CCC/ [6cue] >> *CCC/ [7cue],i.e. loss of 3 cues

>> |oss of 2 cues >> loss of 1 cue.

It is now apparent that the effect of these cugstaints and the way they are ordered
is OCP-like and is listener-oriented. The more kinty there is among the consonants in the

resulting preposition-word onset cluster, the naisgavored such a cluster is. In other words,

" Note that what | refer to as ‘plosive’ is, audilgra shorthand for ‘a silence followed by a
burst auditorily’, ‘fricative’ means ‘the presenoéfricative noise’, ‘bilabial’ would be ‘the presee
of a lower formant’ (as compared to alveolar foamyple), etc.
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the fewer cues the listener is given, the moreialiffy she will have with perceiving the
presence of all the segments. The variation in hzatéons with complex onsets that was
described in Section 2 is summarized as followsstrsomplex and most similar onsets occur
almost always i(e. approximately in 90% of the cases) with vocalizgépositions, less
complex and less similar onsets occur approximatelally ofteni(e. approximately in 50%

of the cases) with vocalized as with non-vocalipeepositions, and less complex and the
least similar onsets occur almost alwalys. @pproximately in 90% of the cases) with non-
vocalized prepositions. Such variation can well dzeounted for by Stochastic OT. In
Tableaus (23) through (25) it is seen that if thee¢ cue constraints and DEP are given
ranking values that are removed from each otheriby small distances on the ranking scale,
Stochastic OT as an evaluation strategy will ytekel desired variation. The Tableaus not only
show how the given constraint rankings result imasiable output that contains both the
vocalized and non-vocalized prepositional formg, mnore importantly the output that these
rankings yield is comparable to reality. Despite fact that the real percentages may be
different from the percentages yielded by this nhaithe tendency is undoubtedly in the same
direction that is observed in the real languageorensimilar (and more complex) onsets do
occur with vocalized prepositions more often thesslsimilar (and less complex) onsets; see

Section 2.2.

(23) Tableau: Production of <to+fence>.

. 100 100, 82| 80.1 80 78
ranking value ; K%
=
T s
3 — — O
e |3 s | 32
S | < E | &S
<to+fence> = = 3 |5 o | &
X = |0 |Q |a |0 |2
= X @) O Ll O =
Py Py = = a =
 |k+plotu|/.kplo.tu./ [kplotuy] * 7%
|k+plotu| /.kplo.tu./ [keplotu] | *
|k+plotu| /. ke.plo.tu./ [keploty] *| 23%
lk+plotu| /.ke.plo.tu./ [kplotu] L*
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(24) Tableau: Production of <to+dog>.

. 100 : 100| 82| 80.1] 80 78
ranking value 5 1%
=
7|5 v | 0%
g |3 3 | 8
<to+dog2> - _ S 1o ) =
= — ) ) o O =
= X (@) O L O
Py * x = @) =
|k+psovi| /.kpso.vi./ [kpsovi] *1 48%
|k+psovi| /.kpso.vi./ [kepsovi] | *!
= |k+psovi| /.ke.pso.vi./ [kepsovi] * 52%
|k+psovi| /.ke.pso.vi./ [kpsovi] L
(25) Tableau: Production of <to+chink>.
. 100: 100| 82| 80.1 80 78
ranking value | 2
Tl | |zt
[} [} =
= | 3 3| 3E
- | © ~ | S
- 913 o2
<to+chink> =3 E OO a 1ol 3
= X O | 0O w o |«
Py x | ¥ o | ¥
|k+Skvi:re|/. k§kvi:.re./[kS§kvi:re] *| 19%
|k+Skvi:re|/.kSkvi:.re./[keSkvi:re] | *
= |k+Skvi:re|/.ke. Skvi:.re./[kefkviire] * 81%
lk+Skvi:re|/. ke. Skvi:.re./[k§kvi:re] L]

It is seen in Tableaus (23), (24) and (25) that diser of onsets starting from those that
require vocalized preposition least often and emduith those onsets that require it most
often is comparable to the tendencies in the cofpescribed in Section 2). | conclude that it
is the cue constraints whose interaction with DRy the observed variation in output. The
present analysis also provides an argument agaitistilatory constraints being the cause of
the vocalizations. Articulatory constraints milgaagainst articulatory effort, and prefer as
effortless articulations as possible (‘lazinessst@ints’; Kirchner 1998, Boersma 1998).

Technically, every consonantal cue that is presemtitorily has to be a result of some

41



consonantal articulatory gesture. Therefore amicuyy constraints would rank the forms that
require more consonantal cuase.(more consonantal articulatory gestures within artsh
time) above articulations with fewer cues. As Tahl¢26) shows, such an analysis would fail
to yield the observed variation. Namely, in Tabl€@6) the least similar onsets such as
/kpl/, which in reality almost always occur without thecalization, would — according to
the grammar in which articulatory constraints iattrwith DEP — prefer the vocalized form

more often than more similar onsets suchilass/, which in reality contain the vocalization

more often thankpl/.?®

(26) Tableau: Unattested variation in productiothvarticulatory constraints.

ranking value 84| 83 8 81 80 8pE
<to+fence> S
o) 0 0 0 0 5 =
<to+dog2> 3| S| $| §| 8 > =

o o o o o o g

= &, ©, ™~ L, w =

<to+chink> ¥ ¥ ¥ ¥ ¥ o

® |k+plotu|/.kplo.tu./ [kplotu] I 30%
@ |k+plotu|/.ke.plo.tu./ [keplotuy] * | 70%
|k+psovi| /.kpso.vi./ [kpsovi] *1 50%
@ |k+psovi| /.ke.pso.vi./ [kepsovi] * | 50%
|k+Skvi:re|/. k§kvi:.re./[kSkvi:re] | *! 10%
@ |k+Skvi:re|/.ke. Skvi:.re./[ke. Skvi:ire] * 190%

The analysis of Tableau (26) has shown that a geamwith articulatory constraints (instead

of cue constraints) cannot account for the vanmati@mt we observe in reality.

% In this alternative analysis with articulatory stmaints | count how many different
articulatory gestures have to be made in the seguehthe consonants, e kpl/ corresponds to
voiceless + plosive + velar + bilabial + voiced ppeoximant + alveolar = 7 antkps/ corresponds

to voiceless + plosive + velar + bilabial + fricegti+ alveolar = 6.
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4.8  Syllabic analysis

In Section 3, | noted that some previous studie® lopgestioned the syllabic status of the non-
vocalized preposition. Some have regarded themrmbsl@osely associated to the following
onset and called them ‘pre-syllables’ @ewa 1961), while others have recognized them as
being fully aligned with the following onset (Rulba2000). This study aims at finding out
which syllabic analysis is most plausible. Therefom (27) | introduce three structural

constraints that handle syllabification.

(27)  Structural constraints

ALIGN syllable boundaries correspond to morpheme baniesl
PARSE segments must be parsed into syllables
*OIN an obstruent cannot be a syllable nucleus

This model thus aims at solving this syllabificatissue, and therefore the constraintscA,
PARSE and *ON are used. Generally in Czech, syllable boundar@scide with morpheme
boundaries (Palkova 1994:271), hence the consthaileN (after McCarthy & Prince 1993).
Cross-linguistically, syllables typically requirevacalic nucleus and segments are parsed into
syllables, hence the constraintgOfN (after Prince & Smolensky 1993) andR3E (after
PARSE by Tesar & Smolensky 2000, but operating at a fogvesodic level). If RRSE were
ranked low, a possible analysis would be to keepntbn-vocalized preposition extra-syllabic
(i.e. ‘pre-syllabic’), noted here ag(k).ko.lu./. If *O/N were ranked low, the non-
vocalized preposition might form a syllable by itsee. /. k.ko. 1u. /. Finally, if ALIGN
were ranked low, the preposition would be a partheffollowing onseti.e. /. kko. 1u. /,
which, I will show, is a more plausible analysiaththe former two. Tableau (28) shows how

these three constraints work in the grammar, takingbike> as the input to production.
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(28) Tableau: Production of <to+bike>.

ranking value 100 100 100 | 100| 100 100 | 100| 80 | 50 | 20
‘T —
c |3 O
. — |7 | 5|4 =
<to+bike> S|l |= |8 | w < > | =
. lw Q| Q 0w |Z2 | T lalo | A
s |10 |92 |5 | |w|3|€
O I T N IO - S B Il (e W B~ I
lk+kolu| /. kké. lu. / [kkO1uy] *| =D
|k+kolu| /. kK. 1lu. / [k:01y] *1 i
lk+kolu| /(k).ké. 1lu./ [kkO1lu] *| & i
lk+kolu| /(k).ké. 1u. / [kekOluy] *| : :
lk+kolu| /. k.ko. lu./[Kkoly] *| & .
lk+kolu| /. k.ko. 1lu./ [Kekolu] X x .
lk+kolu| /.kké. 1u. / [kekOluy] *| il B
@ |k+kolu| /. ké.ko.lu./[k€koly] o i

In Tableau (28), it is seen that even in the wignwocalized form, AIGN is violated. It is
therefore likely thaALIGN is ranked low. Section 5 will show whether thekiag that virtual

learners arrive at resembles this assumption.

4.9  Monosyllables with complex onsets

In words with complex onsets, word length was dedre an important factor contributing to
the occurrence of vocalized prepositions (Sectid)y 2xamples in (4)). Recall that those
monosyllabic words in which the monosyllable istige.g.ke psuto a dog’), always require
vocalized prepositions, while polysyllabic wordgiwihe same onset do not (ekgpsovi~ ke
psovi‘to a dog’). There also seems to be a tendendyealvy monosyllables to require the
vocalized preposition less often than light monladjes ke pgm and occasionallk psim

‘to dogs’, but alwayke ps). To account for these observations | providenttoelel with two

new structural constraints (29).
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(29) Structural constraints
*FEETUN feet are not monosyllabic

MINWORD a light monosyllable does not constitute a prasaard

Both constraints in (29) are high-ranked EEFUN (together with the high-ranked structural
constraint $rRess 1% introduced earlier) is a constraint that favorthbaf the stress patterns
that are most frequent in Czedle, a disyllabic trochee and a trisyllabic dacyiThe notion

of linking minimal word restrictions with foot strture was introduced by McCarthy &
Prince (1986); Prince & Smolensky (1993) broughe timinimal word restriction as a
constraint into OT. The constraint reflects theglaage-specific requirement for what can be a
minimal prosodic word. For Czech, if a prosodic @ig monosyllabic, it has to be a heavy
syllable,i.e. at least bimoraic (Hayes 1995:102); recall (foténtb) that a coda counts as a
mora and a long vowel counts as two moras. Kagi&¥5)l too, notes that light monosyllables

are very rare in Czech.

In my model data, | do not include monosyllabicregthat start with a simple onset.
However, the real language does contain monosgkahlith simple onsets, which do not
require a vocalized preposition. There must theeefbe another constraint potentially
interacting with MNWORD and *FEETUN, that punishes very complex onsets; this congtrain
is given in (30); it is based on the constrainDf®LEX, which militates against associating

more Cs or Vs than one to any syllable positiomn@er & Smolensky 1993).

(30) Structural constraint

*ONSETCCC onsets are not composed of 3 or more segments

% The constraint *FeetUn could be rewritten as FeetBfeet are binary’, Prince &
Smolensky 1993) in which case a low-ranked condtrBarseSyll (‘syllables must be parsed into
feet’, Prince & Smolensky 1993) would have to beplayed as well to favor the stress pattéfoe/
(which is quite common in Czech) ov&icé/.
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It is important to bear in mind that in the act@alech grammar where syllables can be both
light and heavy, and words can start with both $&rgnd complex onsets, all the three

constraints NNWORD, *FEETUN and *ONSETCCC must operate; all three of them are needed
to explain the actual variation. In Tableaus (319 &2) | suggest how the grammar can work

and how the three newly introduced structural qangis interact.

Tableau (31) shows that the most appropriate etiafuatrategy would be Harmonic
Grammar (HG, Smolensky and Legendre 2006, Ch. BOHG, constraints are assigned
weights. At an evaluation time, each candidate’'gglated violations of the constraints sum
up to give that candidate’s harmony value. The rhasinonic candidate.e. candidate with
the highest harmony value, is selected as optilradleau (31) consists of four sub-tableuas,
in which | give pairs of possible candidates, always one candidate with vocalized and one
with non-vocalized preposition. The constraint DEPanked highest and has a weight of 15,
the weights of both MiIWORD and *FEeTUN are 10, and *QseTCCC has a weight of 5 (it is

ranked lowest of the four, because Czech allowstsromposed of up to 4 consonants).

(31) Tableau: The suggested HG evaluation stratégy candidate-pairs: interaction of

DEP, MNWORD, *FEETUN, and QuSETCCC.

constraint weight 15 10 10 5
DEP | MINWORD | *FEETUN | *ONSETCCC | harmony

& <to+us>k+na:m| /.kna:m./ -1 -10
<to+us>|k+na:m| /.ke.na:m./| -1 -15
<to+dog>|k+psu| /. kpsu. / -1 -1 -1 -25

@ <to+dog>|k+psu| /.ke.psu./| -1 -15

& <to+dogs>k+psu:m| /. kpsu:m. / -1 -1 -15
@ <to+dogstk+psu:m|/.ke.psu:m. /| -1 -15
= <to+dog3k+psovz|/.kpso.vzI./ -1 -5
<to+dog3dk+psovz|/.ke.pso.vI./ | -1 -15

In Tableau (31) it is seen that the violation oEEFUN alone cannot outrank the violation of

DEP (therefore, monosyllables with simple onsetseike a non-vocalized preposition).

46



However, the violation of all the three lower-radkeonstraints MiWoORD, *FEETUN and
*ONSETCCC must outrank the violation of DEP (therefordigiht monosyllable with a
complex onset will always receive a vocalized ps#an). It can be clearly seen (by
replacing ‘-1’ with an asterisk) that if this tablewere evaluated with OT instead of HG, the
grammar would fail to select the correct candideaesl would always prefer the non-

vocalized prepositions because of the high ran&ingEP.

In order to have OT be able to handle problems siscthe one shown abovecal
conjunction (Smolensky 1997) must be put into operation. Untdher local conjunction
approach, two or more low ranked constraints carcdorgoined to form a higher-ranked
derived constraint, which is violated only if dfiet conjoined constraints are violated. If our
three constraints MWORD, *FEETUN and *ONSeTCCC formed a conjunctioni.e. a
constraint WO RDFEETONSET, which would be ranked above DEP, then even arg@mmar
would produce the correct output for light monoslyles as well as for simple-onset words.
However, the present case is more complicated,usecto have the grammar produce the
correct output for heavy monosyllables, anothefjwution would have to be made, namely
that of *FEETUN and *ONSETCCC, i.e. FEETONSET, which would be ranked equally high as
DEP. See Tableau (32) for an illustration of hows tlalternative analysis with local

conjunctions works.

(32) Tableau: Evaluation with OT using local corgtion.

ranking value 20 15. 15 10 1( 5

| | O

TR N -

input to production output of production L, |2 S I3 2

cu R i, (2 E |2

o2 |Ww 'y |2 1w |2

=0 |@o 0 = B o

<to+us> = |k+na:m| /.kna:m. / | Lo

[k+na:m| /.ke.na:m./ Lo*

<to+dog> |k+psul /.kpsu./ | * * * *
= |k+psu| /. ke.psu. / L

<to+dogs> = |k+psu:m| /.kpsu:m. / * * *
@ |k+psu:m| /.ke.psu:m. / L *

<to+dog> + |k+psovI|/.kpso.vI./ *
|k+psovz|/.ke.pso.vI./ o
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In this study | consider all monosyllabic words étdger and ignore the difference between
heavy and light monosyllables, as well as the dkfiee between monosyllables with simple
and complex onsets. The model that | create intongysis not an attempt at whole-language
simulations, and is primarily aimed at showing hawistener-oriented grammar explains
vocalizations in the prepositions. Hence, othereaff such as those resulting from
interactions between the three structural conggdinWoRD, *FEETUN and *ONSETCCC

are not included in the model. Nevertheless, | haied to suggest how these other
constraints and their rankings could predict theeobed language data. Importantly, | show
that a constraint like MWORD affects prepositional vocalizations. To the bebtny

knowledge, such an observation has not been maatewous studies.

Because, from now on, | ignore heavy monosyllabled monosyllables with simple
onsets, | will use only the constraint\NVORD in my model; see Tableau (33) that illustrates

how the grammar with this high-ranked constraintkso

(33) Tableau: Production of preposition + a ligldmasyllable with a complex onset

<to+dog>

*[7cue] ICCCC/
DEP

*x] /1

*[11x/
MINWORD
*[6cue] /ICCC/
*[7cue] /ICCC/

X
*

|k+psu| /. kpsu. / [kpsu]

X
*

|k+psu| /. kpsu. / [kepsu]

& |k+psu| /.ke.psu. / [kepsu]

|k+psu| /. ke. psu. / [kpsu]

The last two word-types that remain to be addressethe present analysis are words
represented here layuto andrtuti. The former always occurs with non-vocalized ps#pans,

while the latter usually occurs with vocalized prsions.
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4.10 Vowel-initial words

Recall that vowel-initial words surface with a gébdtstop preceding the vowel; this happens
especially if they are preceded by a pause or bgrasyllabic preposition (Hala 1962:280).
Palkovéa (1994:325-6) notes that the glottal stopsisally used when a vowel-initial word or
word stem is preceded by an unstressed monosyNedid, or when the preceding word or
prefix ends in a vowel, while the absence of atglatop before a vowel-initial word in any
environment seems to be a result of a less carifsil,speaking style. Palkova (1994:325)
also states that if a glottal stop does not odt,final consonant of the preceding word is
never resyllabified into the onset of the vowetiali word. However, it remains to be
investigated experimentally whether there is angence in the phonetic form of such words
that no resyllabification of the final consonantoirthe onset takes place. If it then turns out
that there is indeed no evidence for resyllabifagtit must be examined whether another
segment or a phonetic event (such as a voicéles®r a short creak) marks the onset of the

vowel-initial word instead of a fully realized glal stop.

In Section 4.8 | have suggested that the grammarpreder a complete syllabification
of the non-vocalized prepositions into the follogianset, similarly to Rubach (2000), and
contrary to the pre-syllabic status of these pritjoos proposed by Kiera (1961); see
Section 3.3 of the present study. If the prepasit®fully syllabified into the onset, glottal
stop insertion (which is obligatory with a non-vbzed preposition) cannot be seen as
satisfying the requirement for an onset in Czelais; is because the preposition could function
as an onset and no extra segment such as a ghogalvould have to be inserted to satisfy the
onset requirement. Rubach (2000) puts forth a thebDerivational OT and proposes that
the glottal stop is inserted at the stage of woatphology; word morphology is optimized
earlier than phrase morphology and therefore tlepqsmitions are pre-posed to a word that

already starts with a glottal stop.

Contrary to previous analyses (such as Rubach 2@@4l) assumed glottal stop
insertion during the production of ‘vowel-initialiords, in the present study it is argued that
the glottal stop is represented underlyingly inwweds that orthographically start in a vowel;
in fast sloppy speech the glottal stop may be dédleluring phonetic implementation if at

least one consonant precedes, because of artigutadostraints that disfavor clusters with a
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glottal stop; this articulatory constraint was pyepd by Boersma (2007) and is described in
(34). The glottal stop will never be deleted if theletion would result in miscomprehending
the message, as would often be the case with ritab&y prepositions, as shown in the
Tableaus (35a) through (35c). In these Tableaus,dkearly seen that in the adult grammar,

lexical constraints are either low-ranked (thoss than the correct UF) or high-ranked (those

that ban an incorrect UF).

(34) Articulatory constraint

*[C 2C]art do not realize a glottal stop in the context oh)¢her

consonant(s)

(35a) Tableau: Faulty comprehension due to glsttg deletion in a prep. phrase

51 #x| | }[C2Cla | *<to> | *<hive> | *<stake>

[ku:lu] [x] [] k]| |2u:lu] |ku:1u]

* ! *
:

/. k?2u:.lu./ |k+2u:lu| <to+hive> !

= /.ku:.lu./ |ku:lu| <stake>

(35b) Tableau: Correct comprehension in a preositiphrase
* [ #x/ | }[C2Clat | *<to> | *<hive> | *<stake>

[k2u:1lu] x] | [] k| ! |2u:lul ! |ku:lu]

* * ' *
!

= /.k 2u:.lu./ |k+2u:lu]| <to+hive>

/.ku:.lu./ |ku:lu| <stake>| *!

(35c) Tableau: Correct comprehension despite ¢lstiig deletion

e = 9
~ o c X
(@] ~ ~ '_ms| o | o
~ ~ X @) N
s Bz o| &g
o) = !
[daloko] = * * i S 2
® Yy .y
| X
+/.dal.?0.ko./ |dal+?20ko| <gave+eye> * *
/.dal.o.ko. /|dal+oko| <gave+treey *!
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In the Tableaus above, lexical constraints thatl@reranked are those that militate against
the correct UFj.e. in Czechulu means ‘hive+Gen.tal means ‘(he)gave’oko means ‘an
eye’, hence the low-ranked constraints *<hivir: lu|, *<gave>|dal|, *<eye> |20ko|.
Analogously, the high-ranked lexical constraintditate against nonsense morpheme-UF
mappings,i.e. if oko is pronounced without the glottal stop it does m@an e.g. ‘tree’ in

Czech, thus a high-ranked constraint such as *=tfeko|.

In this section | have shown a plausible analysth wnderlying glottal stops. It will
be seen in the results of the learning simulatig®ection 5) whether learners choose the

glottal stop to be present in the UF or whethey theert it during production.

411 Sonorant-obstruent onsets

The case oftuti is in the present study analyzed by means of Mb@ar (1998) Sympathy.

Let us first attempt an analysis without Sympathy.

The OT grammar described thus far would mostly gréfie candidaték+rtucz|
/.krtu.cz./ [krtucz] but this is not what we see in most of the lamgudata. In reality,
the preferred form ig.ke.rtu.cz./, and/.krtu.cz./ is only found occasionally in
the speakers’ output. It has been reported for IC#eat a sonorant which is word-final and
preceded by at least one consonant, or is betweerdnsonants word internally, is always
syllabic (Palkova 1994:270). This is formalized lwthe structural constraint that | give in
(36).

(36) Structural constraint

*/OSO/ a sonorant between two obstruents word-internallgot non-

syllabic

An analysis with this new high-ranked constraintuldoprefer syllabic/r/ in the winning
form: /. k. tu.cz./. Since in reality if the preposition is non-voeald, stress is placed on

/u/ and not or/r/, the SF/. kr. tu. cz./ should not win, as is the case in Tableau (37).
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(37) Tableau: production ¢k+rtucz| without Sympathy.

|k+rtuct| */0SO/ | *[7cue] | DEP | *[6cue] | *[7cue] | ALIGN
/CCCCL /CCC/ | /CCC/
® /.krta.cz./ [krtuci] *1 * ok
@ /.kf.tu.c1./[kr'tucr] *k
® /.ké.rtu.cr./[kE€rtucr] *1 *

Tableaus (38) and (40) illustrate a grammar thapleys Sympathy. First, a sympathetic
candidate is selected; this is done by intuitivehg informally considering the advantage of
faithfulness that the correct candidate has oweiothers to this sympathetic candidate (Kager
1999:388). The sympathy in the present case liggaserving the consonantal non-syllabic
status of the word-initial liquid. Therefore thengyathetic candidate will be the one that is
faithful to the UF and violates the constraitOSQ/, i.e. /.krta.cr./ [krtucr]
denoted by the symbéb. Tableau (38) shows that the constraint punishimgithfulness to
the sympathetic candidate — this constraint isriteed in (39) — has to be ranked above DEP,

to have the grammar select the candidate withi 3& . rtu. cr. / as optimal.

(38) Tableau: production ¢k+rtucz| with Sympathy.

|k+rtuct| */OSO/ | *[7cue] | *&/C/ | DEP | *[6cue] | *[7cue] | ALIGN
/ICCCC/| =/ /CCC/ | /ICCC/
/.krta.cz./[krtuca] *| 5 55
/.kr.tu.cr./[krtucI] * 5
= /. ké.rtu.cr./[kErtuci] & &

(39) Sympathy constraint

*&/C/=/V/ a segment which is a consonant in the SF of timepathetic
candidate does not map to a vowel in the SF ofojhimal

candidate
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The problem is more complex, however, because s@nation is observed with theuti-
type words. The prepositions are sometimes non-vocaliedther words, sometimes the
winner is the sympathetic candidate itself. We caodel this with Stochastic OT. The
constraint ¥»/C/ = /V/ will remain ranked above DEP, but will now outrahkOSCO/ as
well. The ranking value of /OSO/ will be slightly higher than the ranking value BEP so
that at some evaluation times, the candidate with $F/.krta.cz./ will win; this is

formalized in Tableau (40).

(40) Tableau: variability in vocalizations in theoduction of|k+rtucz|.

ranking value 100 82 80.5 8( 80]1 78 50 »
ey
3 5| o S5
s | O O | O =
2| 0 | o 5S
I =1 - =, =, =
5 T 8. T| Y| 5| E
|k+rtuct| N @) I © N 3 =
* = X (m) 5 5 <
/.krta.cz./[krtucr] *| 5 *k | 2504
/.kf.tu.cr./[krtucz] | * 5
@ /. k€. rtu.cr./[kertucr] & & 75%

Tableau (40) shows that the grammar now produaS@®initial words with the vocalized
form of the prepositiofik€rtucz] in most cases; these sometimes alternate with dhe n
vocalized forms, in which the sonorant stays ndfaBic [krtucz]. This agrees with what

has been described in Section 2.2.

Note that instead of using Sympathy, the probleniccas well be solved bgutput-
to-output correspondenc@OO-correspondence’, e.g. McCarthy 1995, Kenstawl996).
The OO-correspondence is based on the notion fth@ae sconstraints operate between
morphologically related forms and such constraretguire faithfulness between the related
forms (‘paradigm uniformity’). In the present ansif/then, on the basis of the existence of
forms such as/.rtu.cx./ ‘mercury-DaT’, /.rtu.ci:./ ‘mercury-NSTR, or
/.rtu.co.vi:./ ‘mercury (Adj.)’, whose bas¢. rtuc./ contains a non-syllabigr/,

the OO-faithfulness constraintgould require that, also in cases in which thesede/@re
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preceded by a non-syllabic preposition, film¢’ remains non-syllabig,e. /. krtu.cz./ or

/. ke.rtu.czI./.

It is seen that in both of these analyses, the ip@iint is preserving faithfulness (more
specifically consonantal identity) in the onsetiali sonorant/r/. It is not the aim of the
present study to investigate which of the two asedyis most suitable for the vocalizations in

sonorant-obstruent clusters; | therefore pick dn@etwo, which is Sympathy.

4.12 The final grammar

This section puts together all the 24 constraihiéd tvere employed in 4.3 through 4.11 to
explain the grammar of Czech prepositional voctibrs. The final formalization of the

whole grammar, which was modeled in steps througBewation 4, is presented in (41). The
constraint labels are listed with the@lative rankings, which, | argue, are crucial to produce

forms that speakers of Czech prodtite.

(41) Constraint list

@) Lexical constraints ranking value
*<to> K| 20
*<to> |ke| 120

(b) Faithfulness constraints

MAX 100
DEP 80
IDword 100
IDprep 50

% For the description of the constraints, | refethe section (4.3 through 4.11) in which the

respective constraint was introduced.
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(©)

(d)

(e)

(f)

Structural constraints
Vol

PARSE

*OIN

ALIGN

MINWORD

STRESS1™

* /OSSO

Cue constraints
/=¥ [+)7]
*/CC/ LC]

*/ [ [X]

“/x/ (1]
*/a,a/[a, a]
*/CCCC/ [Tcue]
* /CCC/ [6cue]

*/CCC/ [7cue]

Articulatory constraints

*[CiCilar

*[C 2Clan

Sympathy constraint

*®/C/=/V/

100
100
100
50

100
100

81.5

100
100
100
100
100
82
80.1

78

100

95

100
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5 Learning simulations
51 Aims of the simulations

In the previous section, | showed that the gramporaated with the BiPhon model and
Stochastic OT can successfully explain the prejoosit vocalizations (with some
refinements such as local conjunction or HG, andn@@thy or OO-correspondence).
Importantly, the model accounts for the observedatian as well. With the constraint
rankings that | set at certain values, virtual &pes produce such forms that are attested in
the reality. The model is a formalization of an laduwammar,.e. of speakers that had already
acquired the grammai,e. language-specific constraint rankings. It remaiosbe seen
whether the linguistic analysis of Section 4 isrikedle, which is the aim of the present

section.

At the initial state, before learning commencds,canstraints have equal ranking
values. The virtual children learn from overt forms. they learn from the auditory forms
that Czech speakers produce. If, after having vedeia sufficient amount of input, the
learners re-rank the constraints in such a way ttatprepositional forms they themselves
produce and the frequency of the vocalizations wahous onsets are adult-likieg. if their
output is comparable to the adult overt forms thay learned from, learning will have been
successful and the language.(prepositional vocalizations of Czech) will have hggoven

to be learnable.

Next, the simulations will answer several crugakstions, which, up to now, have
merely been an object of speculation. One goal fntd out what the underlying form of the
prepositions is; outcomes of the learning simutatiwill show whether learners chod&e as
the underlying form, as | assumed in Section 4|kar|, or both {e. if they have two
allomorphs underlyingly). The next issue that W@l answered is the pattern of syllabification
of the non-vocalized prepositions. The learners vélfree to choose between not parsing the
consonant into a syllable at all (and thus anatyziras a ‘pre-syllabic’ segment), parsing the
consonant in such a way that it forms a syllablét$sif, and fully parsing the consonant into
the onset of the following word. If the learnerdlwbnsistently tend to choose one of these
three syllabification strategies, then that stratisgikely to be the same one that real human

speakers employ. Last, it will be seen whether ‘@binitial’ words start in a vowel
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underlyingly and the glottal stop is inserted dgrproduction, or whether the glottal stop is

already present in the underlying form.

5.2  The learning strategy

The learning simulations are run with the compuyieygram Praat (Boersma & Weenink
2009). Learners learn from overt forms. the only information that is available to them
during learning is the distribution of the real daage data. From this distribution a total of
400 000 overt forms are drawn equally divided ugpvieen four different plasticity stages; the
plasticity starts at 1 and decreases by a fact@.bfat each step. From the overt forms, the
learners have to reconstruct the most optimaletgpSF-UF-morpheme. In fact, for a given
overt form the learners have to compute only thesdrthe UF; it is rather trivial for them to
arrive at the morpheme, because each particulat toren in their input corresponds to one
morpheme. In other words, once the learning allgoritinds the tableau that contains a given

overt form, it has found the morpheme for this o¥@m as well.

After the learners map an overt form to the morphetiney compute which triplet of
UF-SF-OF they would themselves produce for thispheme (‘virtual production’, described
in detail in Apoussidou & Boersma 2004). They corepihis virtually derived form to the
adult form and if the two forms differ, they re-kathe respective constraints. The strategy
they employ is a version of the Gradual Learningokithm (Boersma 1998, Boersma &
Hayes 2001); they raise the ranking of all constsaihat are violated in the form they would
produce and lower the ranking of all constraintd @ire violated in the adult form; the size of

such a learning step is inversely proportionah®number of re-ranked constrairts.

5.3  Learning prepositional vocalizations

Ten learners learned from 10 tableaus, one for eathe 10 morphemes that represent the

real language data as listed in Table (6), Secti@n The distribution of adult overt forms,

31 |n Praat this strategy is called ‘weighted all’.
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from which the learners learn (42) is based onrpuanalysis of word types occurring with

the vocalized and non-vocalized prepositional forths

(42) THE DISTRIBUTION OF ADULT OVER FORMSTHE OVERT FORM+ ITS FREQUENCY

[kt i :mu]" 165 “gdomu]" 165 “k?autul” 47
‘[kautu]" 3 "kekolu]" 10  "[kego:lu]" 10
"[kepsu]" 8  “kplotu]" 27 "kpsovil" 15
‘[kSkviire]” 3 “krtuti]’ 2 “[kepsovi]" 15
‘[keSkviire]" 27  “[keplotu]” 3 [kertuti]” 6

The 10 tableaus contained 247 candidates in tetalh( candidate was a triplet UF-SF-OF),
including ‘sanity candidates’ so that the learneese able to figure out that some constraints
are likely to be ranked high in the language (&hg.constraint MAX must be ranked quite
high because it is the only constraint that a a#atei such as|k+ti:mu| /.ki:.mu./

[k1i:mu]” violates but we never find mappings <to+team>ki : mu] in the adult output).

The number of constraints that were used was 26idBs the 24 constraints listed in

Section 4.11, two more lexical constraints wereessary to account for learning of the

%2 |n the SYN2005 corpus, there are in total 509 D@@ances of the preposition <to> (all
numbers | report here are rounded thousands), 8@D@&hich areke and 429 000 arke. The formke
is in 20 000 cases followed by a word that startan identical consonant, and in 60 000 cases it is
followed by a complex onset. The fotris in 330 000 cases followed by a word starting isimple
onset and in 50 000 cases by a ‘vowel-initial’ ward49 000 cases it is followed by a complex onset
The numbers shown in the distribution (42) wereveer from the corpus values as well as from the
generalizations on variation that | made in Secfiofie. that approximately 90% of very complex
onsets are preceded kg 90% of the least complex onsets are preceddd Wwile the intermediate
complex onsets are preceded by both prepositionallggoften; and that light monosyllables with
complex onset are always precededkbBy More detailed corpus analyses of all the fowppsitions
and of all the possible onsets and of all wordssizél be necessary to replicate faithfully theuaiion
that takes place in the real language.
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‘vowel-initial’ words (43); if the learners choose rank *<car>|auto| higher than *<car>
|2autol|, the UF of ‘vowel-initial’ words will contain thglottal stop (potentially also in real
language users), if on the other hand they rankiwleconstraint in the reverse order, the

glottal stop will not be present underlyingly (pati@lly also in real language users).

(43) Lexical constraints
*<car>|auto| do not connect the morpheme <car> with the| &)t o|

*<car>|?auto] do not connect the morpheme <car> with the|Rdut o

Appendix 1 shows the complete grammar before lagrmiith all constraints ranked equally
high; Appendix 2 contains the distribution of admert forms, which together with the initial
grammar were used to run the learning simulatiding; script for learning simulations is

shown in Appendix 3.

5.4 Results

The prepositional vocalizations were learned swsfalg by all 10 learners. Table (44) shows
what constraint rankings each of the 10 learnenveat at. Since all learners converged
towards the same language, an average ranking \&tieen for each constraint. If the final
OT grammar is evaluated 1000 times with a randorsendrawn from a Gaussian distribution
with a standard deviation of 2 around the rankiafyes, it is seen what the virtual learners’

output is (45).
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(44) Table: The acquired grammar.

constraint 11 L2 L3 L4 L5 16 L7 L8 L9 L10 rankingvalué
*<to> |ke| 109.1 109.7 110.2 105.7 110.4 109.4 111.5 110.5 109.0 109.5 109.5
*[ ] [X] 107.8 108.3 109.0 108.1 108.2 108.2 108.4 109.2 108.2 107.3 108.3
*<car> |auto| 107.7 108.7 106.9 107.2 106.9 108.2 107.1 108.4 106.9 107.3 107.5
*[CiCli] art 107.0 107.0 108.7 106.7 108.0 107.9 108.3 107.7 107.1 106.6 107.5
*/CC/[_C:] 107.0 106.7 108.6 106.4 107.6 107.3 107.5 107.8 107.0 106.2 107.2
MINWORD 105.9 106.4 107.5 105.3 106.8 105.9 106.5 106.7 106.2 105.3 106.2
* & [0/=/S/ 104.8 106.2 106.7 105.8 106.3 105.9 106.2 106.2 105.9 105.5 105.9
*O/N 106.0 105.0 107.8 103.9 105.7 104.5 106.7 106.0 105.4 103.7 105.5
Vol 101.9 103.7 104.2 102.9 103.2 103.0 103.6 102.8 102.1 101.9 102.9
*/CCCC/ [7cue] [100.9 102.3 102.8 101.9 102.1 102.3 102.0 102.2 102.1 101.3 102.0
PARSE 101.1 101.8 101.9 101.8 101.8 100.4 101.0 100.0 103.0 101.2 101.4
IDword 101.3 100.5 100.2 100.2 99.4 100.8100.8 100.8 100.1 101.1 100.5
*/OSO/ 99.4 100.4101.0 100.5 100.4 101.2 100.4 100.2 100.5 99.9 100.4
/a, al [aq] 99.6 98.9 97.3 99.1 100.000.0 99.1 99.6 99.8 99.4 99.3
*IxI [ ] 99.1 96.4 99.2 989 100.PM7.6 100.8 98.1 99.2 98.9 98.9

*<car> [fauto| 99.1 99.2 983 982 983 987 979 987 979 984 985

*/CCC/ [6cue] 97.3 98.7 99.2 983 984 989 985 986 986 97.8 98.4

DEP 97.3 986 99.2 983 984 988 984 986 985 97.8 98.4
MAX 99.2 969 99.0 99.1 100.98.1 93.0 98.2 99.3 98.9 98.2
*<to> |K| 96.9 986 99.2 964 96.6 969 99.1 987 969 96.1 97.5
*I+,-1 [-,+] 98.8 983 89.9 100.786.6 99.1 100.997.9 93.8 995 96.6

*ICCC/[7cue] |936 949 955 947 948 951 948 950 948 941 94.7

STRESS1st 96.2 909 84.6 93.6 93.7 924 101228 91.7 96.2 93.3
*[C?Clart 939 91.6 940 939 952 926 885 93.0 940 935 93.0
ALIGN 869 852 857 874 879 868 805 87.0 853 86.8 859
IDprep 82.2 85.0 835 852 826 800 775 753 86.7 857 824

% Constraints with ranking values far apart yieldeti dominance (ranking difference of
approx. 10), constraints with nearby ranking valyiekl variation (Boersma & Hayes 2001).
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Table (45) shows that the language was learnt cityrdoecause the learners’ output
resembles the adult output they learnt from. Tdh# shows that the analysis proposed in
Section 4 ice. the crucial relative constraint rankings) is whag tearners’ final grammar

resembles to.

That is, for example the constraints C]art and IDprep are ranked low; the
grammar thus favors glottal stop deletion in a ocoast cluster (e.g. in fast speech), and
voicing assimilation of the preposition to the éolling-word onset, respectively. Importantly,
the cue constraints | introduced that handle treakmations and the variation are ranked as |
had proposed; ACCCC/ [7cue] is ranked high so that very complex andlamonsets almost
always take the vocalized preposition; this comstralso outranks *CCC/ [6cue], which in
turn outranks ¥*CCC/ [7cue]. The constraint/CCC/ [6cue] is ranked equally with DEP
allowing for the 50:50 variation in vocalizationsithv moderately complex onsets. The
constraint ¥ CCC/ [7cue] is ranked below DEP, so that the least derpnsets favor the
non-vocalized forms of the prepositions. The caists *[CCiat and *CC/ [ C:] are
ranked very high, which means that the identityMeein the preposition and the consonant

will favor /e/ insertion (thanks to a low ranking of DEP).

Because the language was shown to be learnablebanduse all 10 learners
converged to the same language | will now use th& grammar to find answers to the
questions that | asked about the ‘hidden structuresthe UF and the SF. This is done in the

following section.

(45)  Produced forms after learnifig

frequency of this
morpheme UF-SF-OF output output (%)
<to+a team> |[k+ti:mu| /. kti:. mu./[kti:imu] | 100
<to+a house> k+domu| /. gd6. mu. / [ gdomu] | 100
<to+a bike> |k+kolu| /.ké.ko.1lu./ [kekolu] 100
<to+a goal> |k+go:lu| /. ké.go:.1lu./ [kego:1lu] 99.9

3 Learner output forms with frequencies less tharat&mot included in the table.
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lk+2autu| /. k24u. tu. / [k2autu] 95.3

<to+a car> |k+2autu| /. k?4u. tu./ [kautu] 1.6
|k+2autul /.kau. tu./ [kautu] 2.9

<to+a chink> |k+Skvi:re| /. ké. Skvi:.re./ [kefkviire] 90.2
k+Skvi:re| /. kfkvi:.re./ [kfkviire] 9.8

<to+a dogl> |k+psu| /. k€. psu. / [kepsu] 99.2
<to+a dog2> |k+psovz|/.ké.pso.vI./ [kepsovi] 51.5
|k+psovi|/.kpsd.vI./ [kpsovI] 48.5

<to+a fence> |k+plotu| /. ké.plo.tu./ [keplotu] 9.3
k+plotu| /. kplé. tu./ [kplotu] 90.7

<to+mercury> |k+rtucz| /. ké€.rtucz./ [kertuct] 73.4
|k+rtucz| /.krta.cz./ [krtucz] 26.1

6 Conclusions
6.1 Hidden structures

In Section 4, | proposed an analysis that shoufda@x prepositional vocalizations in Czech.
Section 5 then tested whether this analysis isgitéel Apart from showing whether the
proposed analysis is learnable, Section 5 answ#regk major questions regarding the

underlying and surface structures.

First, | aimed at finding out what the UFs of thegmsitions are. As Table (44) shows,
the constraint *<toxke| is ranked high. This implies that the UF of thepwsitions in my
model is the non-vocalized form (as can be alsom sedhe learners’ output in (45)). The
standpoint that the majority of the literature gmdvious studies seem to hold, as well as the
assumption that | made in Section 4, which was dase corpus frequencies of the two

prepositional allomorphs, that the underlying fasnmon-vocalized, is thus confirmed.

Second, the learners were given the opportunithtmse not to parse the consonantal
segment into a syllable at all (keep it a ‘preayit’ element), or to syllabify it as a single
whole syllable, or to make it a part of the follogionset. The low ultimate ranking of.Il&N

suggests that the learners arrive at a preferemcthé last option of the three. Indeed, the
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syllabification pattern that the learners produees to align the non-vocalized consonantal
preposition to the onset of the following wordhétefore conclude that it is not necessary to

invent constructs such as ‘pre-syllables’ whenrrefg to non-vocalized prepositions.

The last question that was addressed was whetadednners choose ‘vowel-initial’
words to start in a glottal stop underlyingly, ohether they insert the glottal stop during
production. All of them ranked the constraint *<eaauto| high. The learners’ underlying
form of ‘vowel-initial’ words contains a glottalag word-initially. As Table (45) also shows,
the glottal stop is in the UF and is occasionakljeted during production (probably because
of fast speaking styl€¥. Since the learners in this study ranked *<clmto| very high, |
conclude that it is highly plausible that humanrhess do so, too, and have ‘vowel-initial’

words represented with a glottal stop underlyingly.

6.2  Always-syllabic prepositions

In Section 2 | have proposed, contrary to previagsumptions that vocalizations in non-
syllabic and always-syllabic prepositions are haddby different principles, that the present
model created on the basis of the distribution af-syllabic prepositions will account for
vocalizations in the other prepositions as wellThableaus (46) through (48), it is seen that
my model does indeed explain the (non-)vocalizationother prepositions, too. Crucially,
these other prepositions are always syllabic and their final consonant is always a coda.
Because the final consonant of the always-syllpbeposition is always preceded by a vowel,
the constraint *CC/ [_C:] is never violated. The fatal violation of PEpunishes the
vocalized candidates and the non-vocalized prdpasis selected as optimal, even if the

following word begins in a consonant identicaltie tinal consonant of the preposition.

% Note that for the present learners the deletiaricchappen both in the SF as well as in the
OF. This is because MAX and/#*/ [ ] received similar ranking values. It would becessary to
present the learners with more language data tbdint where the glottal stop deletion happens. The
constraint ¥x/ [ ] could be splitinto *V/ [] and */2/ [ ], and eventually the latter would be ranked
lower than the former and also lower than MAX. Tisisvhat | assume on the basis of the fact that a
glottal stop is less prominent auditorily than eagvowel. In such a case, the glottal stop deletion
would happen only in the OF.
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Light monosyllables do not require vocalization thle preposition because the
resulting prosodic item is bisyllabic and does wiolate the high-ranked MWORD. Since
the final consonant is a coda of the prepositi@ydable, the constraint/OSCO/ that applies
within but not across words is not violated either if pne-modified word has an onset of the

structure/SO/.

A search in the corpus confirms that the formglioted by the grammar are indeed
attested in the language. The always-syllabic B#ipas are almost never vocalized except
for idiomatized expressions, such aite dne ke dfii ‘day by day’,beze strachiwith no

fear’, or in the oblique cases of the prongafl’ (i.e. mne, nd, mrg, mi, mnoi.

(46) Tableau: Non-vocalization of a syllabic preapios when an identical onset follows.

ranking value 109.5 107.2 98{4 98|2 97.5 858.9

*<without> | */CC/ | DEP | MAX | *<without> | ALIGN

<without+winter> |beze| [ C] lbez|

@« |bez+zimz| /.bez.z1.mI./ &

[bez:1mT]

|bez+zimz| /.be.ze.z1.m1./ * & &

[bezezImI]

|beze+zimz| /.be.ze.zI.m1./ *|

[bez:1mT]

|beze+zimz| /. bez.zT.m1./ *
[bezzImI]

% However, there are a lot of instance®dé dnefrom a day’, and not so many casesodf
dne It seems that the two identical plosives follovisyda homorganic nasal is a very strong constraint
(i.e. 'too few different auditory cues do not map otiteee segments in the SF’) against perceiving

three different segments and force the/-insertion.
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(47) Tableau: Non-vocalization of a syllabic prapoas when a complex onset follows.
ranking value 109.5 106.2 98{4 98|2 97.5 85.
*<without> | MIN | DEP | MAX | *<without> | ALIGN
<without+dog> |beze| | WORD |bez|

@ |bez+psal /.bes.psa./
[bespsa]

*

|bez+psal /.be.ze.psa./
[bezepsal

*|

|beze+psal| /.be.ze.psa./
[bezpsa]

*|

|beze+psal /. bes. psa./
[bespsal

*|

(48) Tableau: Non-vocalization of a syllabic prapos when a/SO/ onset follows.
ranking value 109.5 100.4] 98|4 982 97.5 85.
*<without> | */OSQ/ | DEP | MAX | *<without> | ALIGN
<without+mercury> |beze| |bez|

@ |bez+rtuci|/.bez.rtu.cr./
[bezrtucr]

*

|bez+rtucz|/.be.ze.rtu.cr./
[bezertuct]

*|

|beze+rtucz|/.be.ze.rtu.cr./
[bezrtucr]

*|

|beze+rtucz|/.bez.rtu.cr./
[bezrtucr]

*|

6.3  Summary of the findings

This study has explained vocalizations of non-gytlgprepositions in Czech. It has provided

a full account of what determines whether non-$ytlgrepositions appear in their vocalized

or in their non-vocalized form. Moreover, this stualso accounts for the widely attested

variation in the vocalizations.

The main idea behind the model | have proposeldatswhen a vocalized preposition

occurs, it is for the listener to be able to recae preposition, and not for the speaker to

facilitate articulation, as had been assumed pusio If the number of distinctive auditory
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cues in the onset is low, the listener might natagks be able to comprehend the message well
enough. If then the number of distinctive auditougs is too low, vocalization emerges. If the

vocalization is present, the preposition will nelser‘lost’.

| also showed that, in words with complex onsdtss not only the following onset
structure that affects the vocalizations but als® length of the whole resulting sequence

formed by the preposition and the pre-modified word

Conclusions were made about how the prepositiomsegresented underlyingly, and
about the most likely syllabification pattern witbspect to the degree of alignment of the
preposition to the following onset. The resultgha learning simulations have also suggested
that for Czech speakers, a glottal stop is pregederlyingly as an initial segment of words

that in their spelled forms start in a vowel.

The model that | proposed was originally based loa Ibehavior of non-syllabic
prepositions but it was shown that this model cgrlaen vocalizations in the always-syllabic

prepositions as well, for which — as | showed -separate mechanism is needed.

6.4 Future research

Looking at the final grammatr, it is apparent thahgthing has to be done with the Sympathy
constraint */C/ = /V/ (introduced in Section 4.10). Even though the |aggu was
learnable, this constraint was asserted somewhifitially to be able to handle the special
cases of words in which neither onset complexifgeb similarity, nor the length of the word
can explain the vocalizations. It might be the cths¢ there are two different phonemes of
each of the sonorants underlyingly, and that a icanel with a SF such gs k. tu.czI./,
instead of violating the special constrain®C/ = /V/, simply violates a faithfulness
constraint because thier/ is underlyingly specified as a consonarntycz| = [CCVCV| and
would then have to change to a voweJ irkf. tu.cr./ =/.CV.CV.CV./. | suggested that

a possible alternative to the analysis with Sympathuld be OO-correspondence. It remains
to be found which of the OT analyses that deal witbnological opacity is most plausible for

the problem addressed in this study.
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The present study has claimed, based on the pafare of virtual speakers, that non-
syllabic prepositions are fully aligned to the éolling onset, if non-vocalized. Results of
experiments with human subjects could show whetheh a conclusion is plausible or not.
If, for example, the onset of a word suctKaste ‘female name, Dat./kvjece/ is the same
as the onset formed by a preposition and a world ask wté ‘to a sentence/’kvjece/, the
claim made in the present study would be strongppsrted. The similarity should then be
assessed both by perception experiments as wellyaanalyses of productions of real

language users.

This study has shown that many issues relateddpogitional vocalizations can be
explained by a simple grammar that contains 25seliaguistically attested constraintise(
except Sympathy), which — if ranked in the way ihiah the virtual learners ranked them
based on the distributions of the real languagea datcan not only predict in what
environments the vocalizations will occur but cégoaccount for the variation that is present

in the productions of Czech speakers.
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Appendix

(1) The initial grammar.
File type = "ooTextFile"

Object class = "OTGrammar 2"
<OptimalityTheory>

0!leak

26 constraints

constraint [1]: "*<to> |ke|" 100 100 1
constraint [2]: "*/CC/ [_C:]" 100 100 1
constraint [3]: "*[CiCi]art" 100 100 1

constraint [4]: "MAX" 100 100 1
constraint [5]: "Align" 100 100 1
constraint [6]: "Voi" 100 100 1
constraint [7]: "*/x/ []" 100 100 1
constraint [8]: "*/ / [x]" 100 100 1
constraint [9]: "MinWord" 100 100 1

constraint [10]: "*/CCC/ [7cue]" 100 100 1
constraint [11]: "*/CCCC/ [7cue]" 100 1001
constraint [12]: "*/CCC/ [6cue]" 100 100 1

constraint [13]: "DEP" 100 100 1
constraint [14]: "\he/O/=/S/" 100 100 1
constraint [15]: "*<to>|k|" 100 100 1
constraint [16]: "IDword" 100 100 1
constraint [17]: "IDprep" 100 100 1
constraint [18]: "*/+,-/[-,+]" 100 100 1
constraint [19]: "N\a',a/[a,A]" 100 100 1
constraint [20]: "*/OSO/" 100 100 1
constraint [21]: "*O/nucl" 100 100 1
constraint [22]: "Parse" 100 100 1
constraint [23]: "*[C?C]art" 100 100 1
constraint [24]: "*<car>|auto|" 100 100 1
constraint [25]: "*<car>|\?gauto[" 100 100 1
constraint [26]: "Stress 1st" 100 100 1

0 fixed rankings
10 tableaus

input [1]: "<to+team>" 40

"|k+ti\:fmu| /k.t\i\:f.mu/ [kth\:fmu]” 00000000000OO00OO100000100001
"|k+ti\:-fmu| /k.t\i'\:f.mu/ [ket\:fmu]" 00000001000000100000100001
"[k+ti\:fmu| /kt\i\:f.mu/ [kth:fmu]" 00002000000000100000000000
"|k+ti\:fmu| /k\e".ti\:f.mu/ [kti\:fmu]" 00001010000010100010000000
"|k+ti\:fmu| /k\e"ti\:f.mu/ [KEti\:fmu]" 00001000000010100000000000
"[ke+ti\:fmu] /K.\i\:f.mu/ [kth\:fmu]” 10010000000000000000100001
"|ke+ti\:fmu] /k.t\i\:f.mu/ [ketl\:fmu]" 10010001000000000000100001
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"|ke+ti\:fmu] /kt\i\:f.mu/ [kth\:fmu]”
"|ke+ti\:fmu] /k\e".ti\:f.mu/ [kti\:fmu]"
"|ke+ti\:fmu| /k\e".ti\:f. mu/ [KEti\:fmu]"
"|ke+ti\:fmu] /k\e".ti\:f.mu/ [ktI\:fmu]"
"|ke+ti\:fmu] /k\e".ti\:f.mu/ [kti\:fmU]"
"[k+ti\:fmu| /kt\i\:f.mu/ [kti\:fmU]"
"|k+ti\:fmu| /k\e".ti\:f.mu/ [kt\:fmu]"
"|ke+ti\:fmu] /ke.t\i'\:f.mu/ [kth\:fmu]"
"|ke+ti\:fmu| /ke.tNi'\:f.mu/ [kti\:fmU]"
"|k+ti\:fmu| /kti\:f.m\u’/ [kti\:fmU]"
"|k+ti\:fmu| /ke.t\i\:f.mu/ [kt\:fmu]"
"[k+ti\:fmu| /k.\i\:fm/ [ktl\:fm]"
"|k+ti\:fmu| /k.\i\:f.mu/ [kth\:fm]"
"|k+ti\:fmu| /k.\i\:f.muk/ [kt\:fmuk]"
"|k+ti\:fmu| /k.\i'\:f.mu/ [ktI\:fmuk]"
"|ke+ti\:fmu] /k\e".ti\:fm/ [KEti\:fm]"
"|ke+ti\:fmu] /k\e".ti\:f.mu/ [KEti\:fm]"

10012000000000000000000000
10000010000000000000000000
10000000000000000000000000
10000010000000000010000000
10000010000000000010000000
00002000000000100010000000
00001010000010100010000000
10000010000000000000000001
10000010000000000000000001
00002000000000100000000001
00001010000010100000000001
00010000000000100000100001
00000010000000100000100001
00000000000010100000100001
00000001000000100000100001
10011000000000000000000000
10001010000000000000000000

"[ke+ti\:fmu] /k\e".ti\:f.muk/ [kEti\:fmuk]" 10001000000010000000000000

"|ke+ti\:fmu] /k\e".ti\:f.mu/ [KEti\:fmuk]"

"|k+ti\:fmu| /kt\i\:fm/ [kth\:fm]"
"|k+ti\:fmu| /kt\i'\:f.mu/ [kth\:fm]"
"|k+ti\:fmu| /kt\i\:f.muk/ [ktI\:fmuk]"
"|k+ti\:fmu| /kt\i\:f.mu/ [ktI\:fmuk]"
"[k+ti\:fmu| /K'tN\:fm/ [kt\:fm]"
"|k+ti\:fmu| /k't\i\:f.mu/ [ktI\:fm]"
"|k+ti\:fmu| /k't\i\:f.muk/ [kt\:fmuk]"
"[k+ti\:fmu| /K'tN\:f.mu/ [kt\:fmuk]"
"|k+ti\:fmu| /k't\i\:f.mu/ [kt\:fmu]"
"Ik+ti\:fmu| /K't\i\:f.mu/ [ket\:fmu]"
"|ke+ti\:fmu| /K't\i'\:f.mu/ [ketl\:fmu]"
"|ke+ti\:fmu] /k't\i\:f.mu/ [kt\:fmu]"
"Ik+ti\:fmu| /.k\\:f (m) \u'./ [kth:fmU]"

10001001000000000000000000
00011000000000100000000000
00001010000000100000000000
00001000000010100000000000
00001001000000100000000000
00010000000000100000010000
00000010000000100000010000
00000000000010100000010000
00000001000000100000010000
00000000OO00O0OO0OO100000010000
00000001000000100000010000
10010001000000000000010000
10010000000000000000010000

00001000000000100000010000

"ke+ti\:fmul /.k (e) t\i:f.mu./ [keth\:fmu]" 10001000000000000000010000

input [2]: "<to+house>" 34
"|k+domul| /g.d\o".mu/ [gdOmu]"
"|k+domul| /k.d\o'.mu/ [gdOmu]"

00000000O0OOOOO0O101000100001
00000100000000100100100001

"|k+domul| /k.d\o".mu/ [kedOmu]" 00000101000000100000100001
"|k+domu]| /k\e'.do.mu/ [kEdomu]" 00001000000010100000000000
"|k+domul| /k\e'.do.mu/ [gdomu]* 00001010000010100100000001

"|k+domul| /k.t\o'.mu/ [gdOmu]"
"|k+domul| /k.t\o'.mu/ [ktOmu]"
"|lk+domul| /k.d\o'.mu/ [kdOmu]"

00000000000000110200100001
000000000OOOOO0O110000100001
00000100000000100000100001

"|ke+domu| /g.d\o'.mu/ [gdOmu]" 10010000000000001000100001
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"|lke+domul| /k.d\o'.mu/ [gdOmu]"
"|ke+domul| /k.d\o'.mu/ [kedOmu]"

10010100000000000100100001
10010101000000000000100001

"|ke+domul| /k\e'.do.mu/ [KEdomu]"10000000000000000000000000

"|ke+domul| /k\e'.do.mu/ [gdomu]"
"|ke+domul| /k.t\o".mu/ [gdOmu]"
"|k+domu]| /gd\o'.mu/ [gdOmu]"
"|k+domul| /kd\o'.mu/ [gdOmu]"
"|k+domul] /kd\o'.mu/ [kedOmu]"
"|k+domul| /kt\o'.mu/ [gdOmu]"
"|k+domul] /kt\o'.mu/ [ktOmu]"
"|k+domul] /kd\o'.mu/ [kdOmu]"
"|ke+domu| /gd\o'.mu/ [gdOmu]"
"|ke+domul| /kd\o'.mu/ [gdOmu]"
"|ke+domul| /kd\o'.mu/ [kedOmu]"
"|ke+domul] /kt\o'.mu/ [gdOmu]"
"|lk+domul| /g'd\o’.mu/ [gdOmu]"
"|k+domul| /k'd\o".mu/ [gdOmu]"
"|k+domul| /k'd\o".mu/ [kedOmu]"
"|k+domul] /k't\o'.mu/ [gdOmu]"
"|ke+domul| /g'd\o".mu/ [gdOmu]"
"|ke+domul| /k'd\o".mu/ [gdOmu]"
"|ke+domul| /k'd\o’.mu/ [kedOmu]"
"|ke+domu| /k't\o".mu/ [gdOmu]"
"lk+domu| /.kd\o'(m)\"./ [kdOmU]"

input [3]: "<to+bike>" 20
"|k+kolu| /k.k\o".Ilu/ [kekOlu]"
"|k+kolu| /k\e'.ko.lu/ [kEkolu]"
"|k+kolu| /k.k\o".lu/ [kkOlu]"
"|k+kolu| /k.k\o".lu/ [k:Olu]"

10000010000000000110000000
10010000000000010200100001

00002000000000101000000000
00002100000000100100000000
00002101000000100000000000
00002000000000110200000000
00002000000000110000000000
00002100000000100000000000
10012000000000001000000000
10012100000000000100000000

10012101000000000000000000

10012000000000010200000000
00000000000O0O00OO0101000010000
00000100000000100100010000

00000101000000100000010000

00000000000000110200010000

10010000000000001000010000
10010100000000000100010000
10010101000000000000010000
10010000000000010200010000

00001000000000100000010000
"|ke+domul| /.k(e)d\o'.mu./ [kedOmu]" 10001000000000000000010000

00000001000000100010100000
00001000000010100000000000

00100000000000100000100001

01000000000000100000100001

"|ke+kolu| /k\e'.ko.lu/ [kEkolu]"10000000000000000000000000

"lke+kolu| /k.k\0'.Iu/ [kekOlu]"
"lke+kolu| /k.k\0'.Iu/ [k:Olu]"
"lke+kolu| /k.k\0'.Iu/ [kKkOIu]"
"lk+kolu] /kk\o"lu/ [kekOlu]"
"lk+kolu] /kk\o".lu/ [kkOIlu]"
"lk+kolu] /kk\o"lu/ [k:Olu]"
"lke+kolu| /kk\o".Iu/ [kekOlu]"
"lke+kolu] /kk\o".Iu/ [k:Olu]"
"lke+kolu| /kk\o".Iu/ [kkOlu]"
"lk+kolu] /kk\0'.Iu/ [kekOlu]"
"lk+kolu] /kk\0".Iu/ [kkOIu]"
"lk+kolu| /k’k\0".Iu/ [k:Olu]"

10010001000000000000100001
11010000000000000000100001
10110000000000000000100001

00002001000000100000000000

00102000000000100000000000
01002000000000100000000000
10012001000000000000000000

11012000000000000000000000
10112000000000000000000000

00000001000000100000010000

00100000000000100000010000

01000000000000100000010000
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"|ke+kolu| /k'k\o".lu/ [kekOlu]" 10010001000000000000010000
"|ke+kolu| /k'k\o".lu/ [k:Olu]" 11010000000000000000010000
"|ke+kolu| /k'k\o".lu/ [kkOIu]" 10110000000000000000010000

input [4]: "<to+goal>" 26

"|k+go\:flu| /k.g\o"\:f.Iu/ [kegO\:flu"* 00000101000000100000100001
"|k+go\:flu| /k\e'.go\:f.lu/ [kEgo\:flu]"00001000000010100000000000
"|k+go\:flu| /g\o"\:f.Iu/ [kegO\:flu]" 00010002000000100000000000
"|k+go\:flu| /g.g\o'\:f.lu/ [ggO\:flu]" 00100000000000101010100001
"|k+go\:flu| /k.g\o"\:f.lu/ [g\::fO\:flu]* 01000100000000100110100000
"|ke+go\:flu] /k\e'.go\:f.lu/ [kEgo\:flu]" 10000000000000000000000000
"|ke+go\:flu| /k.g\o"\:f.lu/ [kegO\:flu]" 10010101000000000000100001
"|ke+go\:flu| /g\o'\:f.lu/ [kegO\:flu]" 10020002000000000000000000
"|ke+go\:flu] /g.g\o"\:f.lu/ [ggO\:flu]" 00110000000000101000100001
"|ke+go\:flu| /k.g\o"\:f.lu/ [g\:fO\:flu]" 01010100000000100110100001
"|k+go\:flu| /g.g\o"\:f.lu/ [ggO\:flu]" 00100000000000101000100001
"|k+go\:flu| /k.g\o"\:f.lu/ [g\::fO\:flu]* 01000100000000100100100001
"|ke+go\:flu| /g.g\o\:f.lu/ [ggO\:flu]" 00110000000000101000100001
"|ke+go\:flu] /k.g\o"\:f.lu/ [g\:fO\:flu]" 01010100000000100100100001

"|k+go\:flu| /kg\o"\:f.lu/ [kegO\:flu]" 00002101000000100000000000
"|k+go\:flu| /gg\o'\:f.lu/ [ggO\:flu]" 00102000000000101000000000
"|k+go\:flu| /kg\o"\:f.lu/ [g\:fO\:flu]" 01002100000000100100000000
"|ke+go\:flu] /kg\o\:f.lu/ [kegO\:flu]" 10012101000000000000000000
"|ke+go\:flu| /gg\o’\:f.lu/ [ggO\:flu]” 00112000000000101000000000

"|ke+go\:flu] /kg\o\:f.lu/ [g\:fO\:flu]" 01012100000000100100000000
"|k+go\:flu| /k'g\o"\:f.lu/ [kegO\:flu]" 00000101000000100000010000
"|k+go\:flu| /g'g\o"\:f.lu/ [ggO\:flu]" 00100000000000101000010000
"|k+go\:flu| /k'g\o"\:f.lu/ [g\:fO\:flu]* 01000100000000100100010000
"|ke+go\:flu] /k'g\o"\:f.lu/ [kegO\:flu]*10010101000000000000010000
"|ke+go\:flu| /g'g\o’\:f.lu/ [ggO\:flu]" 00110000000000101000010000
"|ke+go\:flu] /k'g\o"\:f.lu/ [g\:fO\:flu]" 01010100000000100100010000

input [5]: "<to+car>" 44

"|k+autu| /k.\a'u.tu/ [k\?gAUtu]" 00000001000000100000101101
"|k+autu| /k.\?g\a'u.tu/ [k\?gAUtu]" 00001000000010100000101101
"|k+autu| /k.\?g\a'u.tu/ [kAUtu]" 00001010000010100000100101
"|k+autu| /k\a'u.tu/ [K\?gAUtu]" 00002001000000100000001100
"|k+autu| /k\a'u.tu/ [kAUtu]" 00002000000000100000000100
"|k+autu| /ke.\?g\a'u.tu/ [k\?gautu]" 00002010000020100010001100

"|k+autu| /ke.\a'u.tu/ [kEautu]" 00001000000010100000000100
"|k+autu| /k.\a'u.tu/ [kAUtu]" 00000000000000100000100101
"|ke+autu| /k.\a'u.tu/ [K\?gAUtu]" 10011001000000000000101101
"|ke+autu| /k.\?g\a'u.tu/ [K\?gAUtu]" 10012000000010000000101101
"|ke+autu| /k\?g\a'u.tu/ [kKAUtuU]" 10012010000010000000100101
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"|ke+autu| /k\a'u.tu/ [k\?gAUtu]" 10012001000000000000001100

"|ke+autu| /ke.\?g\a'u.tu/ [k\?gautu]" 10001020000010000010001100
"|ke+autu| /ke.\?g\a'u.tu/ [kautu]" 10001020000010000010000100
"|ke+autu| /ke.\a'u.tu/ [kEautu]" 10000000000000000000000100
"|ke+autu| /k\a'u.tu/ [kAUtu]" 10012000000000000000000100
"|ke+autu| /k.\a'u.tu/ [KAUtu]" 10011000000000000000100101
"|k+autu| /k\?g\a'u.tu/ [kK\?gAUtu]" 00002000000010100000001100
"|ke+autu| /k\?g\a'u.tu/ [k\?gAUtu]" 10012000000010000000001100
"|k+\?gautu| /k\?g\a'u.tu/ [K\?gAUtu]" 00002000000000100000001010
"|k+H\?gautu| /k\?g\a'u.tu/ [kAUtu]" 00002010000000100000000010
"|k+\?gautu| /k\a'u.tu/ [kAUtu]" 00012000000000100000000010
"|ke+\?gautu| /k\?g\a'u.tu/ [k\?gAUtu]" 10012000000000000000001010
"|ke+\?gautu| /k\?g\a'u.tu/ [KAUtu]" 10012010000000000000000010
"|ke+\?gautu| /k\a'u.tu/ [kAUtu]" 10022000000000000000000010
"|k+\?gautu| /k.\?g\a'u.tu/ [kK\?gAUtu]" 00000000000000100000101011
"lk+H\?gautu| /k.\?g\a'u.tu/ [kAUtu]" 00000010000000100000100011
"|k+\?gautu| /k.\a'u.tu/ [kAUtu]" 00010000000000100000100011
"|ke+\?gautu| /k.\?g\a'u.tu/ [K\?gAUtu]"10010000000000000000101011
"|ke+\?gautu| /k\?g\a'u.tu/ [kKAUtu]" 10010010000000000000100011
"|ke+\?gautu| /k.\a'u.tu/ [kKAUtuU]" 10020000000000000000100011
"lk+\?gautu| /k'\?g\a'u.tu/ [K\?gAUtu]" 00000000000000100000011010
"|k+\?gautu| /k'\?g\a'u.tu/ [kAUtu]" 00000010000000100000010010
"lk+H\?gautu| /k"\a'u.tu/ [kAUtu]" 00010000000000100000010010
"|ke+\?gautu| /k'\?g\a'u.tu/ [K\?gAUtu]"10010000000000000000011010
"|ke+\?gautu| /k'\?g\a'u.tu/ [kAUtu]" 10010010000000000000010010
"|ke+\?gautu| /k'\a'u.tu/ [KAUtu]" 10020000000000000000010010
"|k+autu| /k"\a'u.tu/ [kK\?gAUtu]" 00000001000000100000011100
"|k+autu| /k'\?g\a'u.tu/ [kK\?gAUtu]" 00001000000010100000011100
"|k+autu| /k'\?g\a'u.tu/ [kAUtu]" 00001010000010100000010100
"|k+autu| /k\a'u.tu/ [kAUtu]" 00000000000000100000010100
"|ke+autu| /k\a'u.tu/ [k\?gAUtu]" 10010001000000000000011100
"|ke+autu| /k'\?g\a'u.tu/ [K\?gAUtu]"10011000000010000000011100

"|ke+autu| /k'\a'u.tu/ [kAUtu]" 10010000000000000000010100

input [6]: "<to+chink>" 16

"|k+\shkvi\:fir<e| /k.\shkwi'\:f. \r<e/ [ke\shkvi\:fir<e]" 00000001000000100000100001
"|k+Hshkvi\:fir<e| /k.\shkwi\:f \r<e/ [k\shkvi\:f\ir<e]" 00000000001000100000100001
"|k+Hshkvi\:fir<e| /k\e".\shkvi\:f.\r<e/ [KE\shkvi\:fir<e]" 00001000000010100000000000
"|k+\shkvi\:fir<e| /k\e'.\shkvi\:f.\r<e/ [k\shkvi\:fir<e]" 00001010001010100010000000
"|ke+t\shkvi\:fir<e| /k.\shkw\i':f.\r<e/ [ke\shkvi\:fir<e]" 10011001000000000010100000
"|ke+\shkvil\:fir<e| /k\e'.\shkvi\:f.\r<e/ [kE\shkvi\:fir<e]" 10000000000000000000000000
"|ke+\shkvi\:ir<e| /k.\shkw\i'\:f \r<e/ [k\shkvi\:fir<e]" 10011000001000000000100001
"|ke+t\shkvil\:fir<e| /k\e'.\shkvi\:f.\r<e/ [k\shkvi\:fir<e]" 10000010001000000010000000
"|k+H\shkvi\:fir<e| /k\shkwi'\:f \r<e/ [ke\shkvi\:fir<e]" 00002001000000100000000000
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"|k+H\shkvi\:fir<e| /k\shkwi'\:f \r<e/ [k\shkvi\:fir<e]"
"|ke+\shkvil:fir<e| /k\shkw\i\:f \r<e/ [kK\shkvi\:fir<e]"
"|ke+\shkvi\:fir<e| /k\shkw\i'\:f \r<e/ [ke\shkvi\:fir<e]"
"|k+Hshkvi\:fir<e| /k\shkwi'\:f \r<e/ [ke\shkvi\:ir<e]"
"|k+H\shkvi\:fir<e| /k\shkwi'\:f \r<e/ [k\shkvi\:fir<e]"
"|ke+\shkvi\:fir<e| /k'\shkw\i'\:f \r<e/ [k\shkvi\:fir<e]"
"|ke+\shkvi\:fir<e| /k'\shkw\i\:f. \r<e/ [ke\shkvi\:fir<e]"

00002000001000100000000000
10012000001000000000000000
10012001000000000000000000
00000001000000100000010000
00000000001000100000010000
10010000001000000000010000

10010001000000000000010000

input [7]: "<to+dog1>" 16

"lk+psu| /k.ps\u’/ [kepsU]" 0000000100000010000010000 1
"lk+psu| /k.ps\u’/ [kpsU]" 0000000000010010000010000 1
"lk+psul /k\e'.psu/ [KEpsu]" 00001000000010100000000000
"lk+psu] /K\e".psu/ [kpsu]" 00001010000110100010000000

"lke+psu] /k.ps\u'/ [kepsUJ" 1001100100000000000010000 1

"lke+psul /k.ps\u'/ [kpsU]" 1001100000010000000010000 1
"lke+psu] /k\e".psu/ [kEpsu]" 10000000000000000000000000

"lke+psu] /k\e".psu/ [kpsu]" 10000010000100000010000000
"lk+psu| /kps\u'/ [kepsU]" 00002001100000100000000000
"lk+psu| /kps\u'/ [kpsUT" 00002000100100100000000000
"lke+psul /kps\u'/ [kepsU]" 10012001100000000000000000
"lke+psul /kps\u'/ [kpsU]" 10012000100100000000000000
"lk+psu| /k'ps\u'/ [kepsUI" 00000001100000100000010000
"lk+psu| /k'ps\u'/ [kpsU]" 00000000100100100000010000
"lke+psul /K'ps\u'/ [kepsU]" 10010001100000000000010000

"lke+psul /k'ps\u/ [kpsU]" 10010000100100000000010000

input [8]: "<to+dog2>" 16

"|k+psowviic| /k.ps\o'.Wic/ [kepsOwic]" 00000001000000100000100001
"|k+psowviic| /k.ps\o'.Wic/ [kpsOwv\ic]" 00000000000100100000100001
"|k+psoviic| /k\e'.pso.Wic/ [kEpsovic]"00001000000010100000000000

"|k+psoviic| /k\e'.pso.v\ic/ [kpsowiic]" 00001010000110100010000000

"|ke+psowic| /k.ps\o’.Wic/ [kepsOWic]"10011001000000000000100001
"|ke+psoviic| /k\e'.pso.Wic/ [kEpsoviic]"10000000000000000000000000
"ke+psowic| /k\e'.pso.vic/ [kpsowic]"10000010000100000010000000

"|ke+psowic| /k.ps\o’.Wic/ [kpsOwic]" 10011000000100000000100001
"|k+psoviic| /kps\o'.\ic/ [kepsOwic]" 00002001000000100000000000
"|k+psowviic| /kps\o'.Wic/ [kpsOwic]" 00002000000100100000000000
"|ke+psowic| /kps\o'.wic/ [kepsOwic]" 10012001000000000000000000
"|ke+psowiic| /kps\o'.V\ic/ [kpsOwic]" 10012000000100000000000000
"|k+psoviic| /k'ps\o’.Wic/ [kepsOw\ic]" 00000001000000100000010000
"|k+psowviic| /k'ps\o’.Wic/ [kpsOwic]” 00000000000100100000010000
"|ke+psoviic| /k'ps\o’.v\ic/ [kepsOwWic]"10010001000000000000010000
"|ke+psowiic| /k'ps\o’.vic/ [kpsOw\ic]" 10010000000100000000010000
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input [9]: "<to+fence>" 16
"|k+plotu| /k.pl\o".tu/ [keplOtu]" 00000001000000100000100001
"|k+plotu]| /k\e'.plo.tu/ [KEplotu]" 00001000000010100000000000

"lk+plotu] /k.pho".tu/ [kplOtu]" 00000000010000100000100001
"[k+plotu] /k\e".plo.tu/ [kplotu]" 00001010010010100010000000

"|ke+plotu| /k.pho'.tu/ [keplOtu]" 10011001000000000000100001
"|ke+plotu| /k\e'.plo.tu/ [kEplotu]" 10000000000000000000000000
"|ke+plotu| /k.pl\o".tu/ [kplOtu]” 10011000010000000000100001
"|ke+plotu| /k\e".plo.tu/ [kplotu]" 10000010010000000010000000

"lk+plotu] /kpl\o'.tu/ [keplOtu]" 00002001000000100000000000
"[k+plotu] /kpl\o".tu/ [kplOtu]" 00002000010000100000000000
"lke+plotu] /kpho'.tu/ [keplOtu]" 10012001000000000000000000
"lke+plotu] /kpho'.tu/ [kplOtu]" 10012000010000000000000000
"lk+plotu] /k'pho.tu/ [keplOtu]" 00000001000000100000010000
"k+plotu] /k'pho.tu/ [kplOtu]" 00000000010000100000010000

"lke+plotu] /K'pl\0".tu/ [keplOtu]" 10010001000000000000010000

"|ke+plotu| /k'pl\o’.tu/ [kplOtu]" 10010000010000000000010000

input [10]: "<to+mercury>" 20

"|k+rtuchic| /k.rt\u'.c\ic/ [kertUc\ic]"* 00000001000000100000100001
"|k+rtuchic| /k\e".rtuclic/ [kErtuclic]"* 00001000000010100000000000
"|k+rtuchic| /k.rt\u'.c\ic/ [krtUclic]" 00000000000000100000100001
"|k+rtucic| AK'.rtu.c\ic/ [Krtuclic]" 00000000000000100000100000
"|k+rtuchic| /k\e".rtuclic/ [krtuchic]* 00001010000010100010000000

"|k+rtuchic| /k\r'.tuc\ic/ [kRtucic]" 00002000000001100000000000
"|k+rtuchic| /k\r'.tuc\ic/ [krtuc\ic]" 00002000000001100010100000

"|ke+rtuchic| /k.rt\u'.clic/ [kertUclic]"10011001000000000000100001
"|ke+rtuchic| /k\e".rtuc\ic/ [kErtuc\ic]"10000000000000000000000000
"|ke+rtuchic| /k.rt\u’.c\ic/ [krtUc\ic]* 10011000000000000000100001
"|ke+rtuchic| /k\e".rtuc\ic/ [krtuclic]* 10000010000000000010000000
"|ke+rtuchic| /k\r'.tuclic/ [kRtuclic]" 10012000000001000000000000
"|k+rtuchic| /krt\u'.c\ic/ [kertUc\ic]* 00002001000000100001000000

"helk+rtuclic| /krtwu'.c\ic/ [krtUc\ic]" 00002000000000100001000000

"|ke+rtuchic| /krt\u'.clic/ [kertUc\ic]" 10012001000000000001000000
"|ke+rtuchic| /krt\u'.clic/ [krtUc\ic]* 10012000000000000001000000
"[k+rtuchic| /k'rt\u’.c\ic/ [kertUc\ic]* 00000001000000100001010000
"|k+rtuchic| /k'rt\u’.c\ic/ [krtUclic]* 00000000000000100001010000
"|ke+rtuchic| /k'rt\u’.clic/ [kertUc\ic]"10010001000000000001010000
"[ke+rtuchic| /k'rt\u’.clic/ [krtUclic]* 10010000000000000001010000

(2) The adult output distribution.
"ooTextFile"

"Distributions"

1 column
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"Czech"

15 rows

"[kth\:fmu]" 165
"[gdOmu]" 165
"[K\?gAUtu]" 47
"[kAUtu]" 3
"[kEkolu]" 10
"[kEgo\:flu]" 10
"[kEpsu]" 8
"[kplOtu]" 27
"[kpsOwic]" 15
"[k\shkvi\:fir<e]" 3
"[krtUc\ic]" 2
"[kEpsowvic]" 15
"[KkE\shkvi\:fir<e]" 27
"[kEplotu]" 3

"[kErtuc\ic]" 6

(3) The script for learning.
distrName$ = "distr_0625"

grammarName$ = "grammar0625"
forito 10

endfor

Read from file... 'distrName$".txt

Read from file... 'grammarName$'.txt

select Distributions 'distrName$'

plus OTGrammar 'grammarName$'

Learn from partial outputs... 1 2 "Weighted all" 1 100000 0.1 4 0.1yes 10
select OTGrammar 'grammarName$'

To PairDistribution... 10000 2

To Table

Extract rows where column (number)... weight "greater than or equal to" 100
Write to table file... results\learner'i'.txt

select Distributions 'distrName$'

plus PairDistribution 'grammarName$'_out

Remove

select OTGrammar 'grammarName$'

Rename... grammar''

Write to text file... results\grammar'i'.txt
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